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ESGF is the world’s leading source for

climate modeling data
Making data a community resource, accessible worldwide
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Automating infrastructure for archiving and comparing
simulation results, diagnostics, and validations

= Leading the creation of a flexible, extensible infrastructure for
future national and international climate efforts

= Exploiting broad data sharing for scientific breakthroughs

= Projects represent state of the art in several disciplines

— Earth System Grid Federation (ESGF)

— Ultrascale Visualization Climate Data Analysis Tools (UV-CDAT)
* Climate Compute Working Group (C?°WG)
— International Climate Network Working Group (ICNWG)

= Empowering advances by integrating our high-quality data
streams for a virtual laboratory

ESGF is leading U.S. government agencies (i.e., DOE, NASA, NOAA) and the climate community

to integrate all existing and future data holdings into a seamless and unified environment.
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Climate “big data” characteristics and challenges

= Peta bytes of data Community Earth System Model (CESM)
. . archive volume image courtesy of Gary Strand
distributed around the 1B
world

100 PB

= Requires combining
model output with
various kinds of
observations and
reanalysis |

10 PB

= Data and algorithms must

100 TB

be traCked and Validated 2000 2005 2010 2015 2020 2025

We need new methods to deal with rapid data growth.
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ESGF has led data archiving for the Coupled Model
Intercomparison Project (CMIP) since its conception

= Gathering and sharing of climate data is a key effort of CMIP, the
worldwide standard experimental protocol for studying general
circulation model output

= This climate modeling research requires enormous scientific and
computational resources that involves over 62 models and spans
more than 20 countries

= The World Climate Research Program (WCRP) serves as the primary
coordinating body for this research activity

= The WCRP Working Group on Coupled Modeling (WGCM) relies on
the ESGF to support these activities by coordinating and maintaining
the distributed petabyte data archive

= CMIP simulation model runs are key components of periodic
assessments by the Intergovernmental Panel on Climate Change
(IPCC).
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CMIP and ESGF history: scientific challenges and
motivation use case
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users active per month,

over 2.5 PB servived.
o P PP
D S S S

Lawrence Livermore National Laboratory

LLNL-PRES-671937

Earth System Grid Federation



ESGF! is a coordinated multiagency, international collaboration of
institutions that continually develop, deploy, and maintain
software needed to facilitate and empower the study of climate

World Meteorological Organization

Working together in weather, climate and water
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British Atmospheric
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1. Dean N. Williams, V. Balaji, Luca Cinquini, Sébastien Denvil, Daniel Duffy, Ben Evans, Robert Ferraro, Rose Hansen, Michael
Lautenschlager, and Claire Trenham, “A Global Repository for Planet-Sized Experiments and Observations”, Bulletin of the American
Meteorological Society, early release, 2016, doi: http://dx.doi.org/10.1175/BAMS-D-15-00132.1.
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Federated distributed data archival and
retrieval system

= Federated peer-to-peer
architecture

Scientist Desktop
Client

= Support discipline-specific portals

= Support browser-based and direct
client access

= Single sign-on "/

= Automated script and GUI-based

publication tools Y <
MA?;\DGEER
= Full support for data aggregations k
= User notification service NDE

ESGF&

Earth System Grid Federation

Enabling climate research in a data-rich environment
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Flexible approach

Our approach generalizes the current operational infrastructure used by the ESGF into a
template architecture that hides each implementation layer behind a well-defined
Application Programming Interface (API), so that different communities may decide to
adopt or swap any single part. The deployable software stack will include the following
modules:

Publishing services (reference implementation based on ESGF publishing software);
Search services (reference implementation based on Solr-Cloud and ESGF Search API);
Transfer services (reference implementation based on Globus/GridFTP);

Computation services (reference implementation based on Ultrascale Visualization
Climate Data Analysis Tools (UV-CDAT) and ESGF Computing API);

Resource monitoring and allocation (to be developed from scratch);

Security services (reference implementation based on open standards and ESGF
security infrastructure);

User interface (reference implementation based on CoG web knowledge
environment); and

Exploration services (remote analysis and visualization based on streaming, multi-
resolution data)

Lawrence Livermore National Laboratory E SGF L 10
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Architecture requirements

The two basic principles behind the architecture design are “modularity”
and “abstraction”. Modularity means that architecture will be structured
not as a single monolithic system, but rather as a composition of
interacting software services, which are packaged and can be installed
individually and independently

The functionality of each service will be abstracted in a well-defined API,
so that each service can be easily invoked by other services and clients
without worrying about the underlying implementation details. All service
APIs will be defined to conform to the Representational State Transfer
(REST) web service paradigm, which will allow simple invocation by
standard web-enabled clients

In general, software systems that are both modular and abstract have an
intrinsic longer longevity, because each service can be evolved or replaced
individually, without affecting the backward compatibility with other parts
of the systems, or its clients.

Lawrence Livermore National Laboratory E SG F @ 11
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Architecture

Software Modules — REST APIs

Publishing
Services

Search
Services

Transfer

Computing
Services Services
Analytics Visualization Exploration Monitoring
Services Services Services Services
Resource Network Workflow
Services

Services

Services

Security

Services

Virtual Organization

Site 2

Site 3

Site N

Achieving community scientific goals requires additional storage and computing resources,
along with a common virtual computational environment that conforms to established

standards across the federation.
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Architecture description

= Distributed: the architecture must support a system composed of geographically distributed
nodes, each with its own set of data resources, metadata catalogs, and software services.
Protocols and services must unite all nodes in a single federation, so that a client can discover,
search, download and execute resources independent of their physical location, as if they were
held and run on a single server.

= Dynamic: the architecture must be designed to support a highly dynamic system, which will
expose with minimum delay all data and services that are available at that time throughout the
federation. For example, data collections produced by a model run, data streams originating
from the real-time processing of a field instrument, or new derived products produced by a
scientist running their processing code, could all be published into the system and immediately
returned as results of federation-wide searches. Additionally, the system must continually
provide an up-to-date report on the state of its components and must be able to automatically
direct client requests where resources are available.

= Scalable: the architecture must be able to scale to the “Big Data” volumes that are expected in
several scientific fields (climate, astronomy, genomics, etc.) in the next 5-10 years. Scalability
must be achieved through a two-fold approach. First, each service must be implemented
through a high-performance technology that is inherently able to handle large volumes of data,
in a distributed environment. Second, the modular architecture must allow each service to be
instantiate multiple times.

Lawrence Livermore National Laboratory E SGF L 13
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Architecture description

= Resiliency and Fault Tolerance: The architecture must be designed to include redundant
components for all critical services (such as search, authentication, authorization, data
download and visualization), and to execute automatic failover in case any component
becomes unavailable. When backup services are not available, it must ensure that it
produces meaningful error responses to human and machine clients.

= Secure: The architecture must support a distributed and federated security model,
whereby each node will maintain complete control over the policies for accessing its local
data and computational resources, while federation-wide authentication and
authorization services are responsible for enforcing these policies homogenously through
the system. Single-sign-on and federated access control must allow users to register and
authenticate only once, and then propagate their identity.

Lawrence Livermore National Laboratory E SGF § b 14
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Sharing infrastructure burden through common and
consistent standardization and peer-to-peer services

= NetCDF climate and forecast (CF) metadata Climate Data Federation \
convention Governance ) / Research Flow \ Federation

= Climate Model Output Rewrite 2 (CMOR-2)

Securit
Synthesis —

Evaluation Search

Data
Analysis
Quantitative/Qualitative Compute

= Regridders: Earth System Modeling
Framework (ESMF), Spherical Coordinated
Remapping and Interpolation Package

Project Organization
Project Management

fidand

(SCRIP), GRIDSPEC WEREEL
\ / Download
= Publishing
= Search and discovery Publication, Access, Research Papers

Science Validation
= Replication and transport Customers, Interaction Knowledge Generation
Knowledge Management and Discovery

= Common information model

Tools, External

~

Peer Node Science Discovery & ﬁEEI‘IEWSiS Federation
n Qu a | |ty co nt ro I Information Exchange FL
ARM Federation
i —
= Website and web portal CMIP Federation I:I ]
= Security D D

(I

= Product services
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ESGF sets networking best practices into place to
effectively transport tens of petabytes of climate data

Immediate goal: 4 Gbps (1 PB/month) Stretch goal: 16 Gbps (1 PB/week) of

of sustained disk-to-disk data transfer sustained disk-to-disk data transfer
between ESGF primary data centers between ESGF primary data centers
Centre for Environmental Deutsches Klimarechenzentrum
Data Archival (CEDA), UK :Gn‘llt;:l ::KRIZ)'dDEM . e Beljlng Normal University
s . oyal Netherlands Meteorologica BNU), CH
o MG aq e i i .
NERSC @ \urence I.lvermore @ University of
National Laboratory (LLNL), USA Tokyo, JP
© ACME, ESGF, and ASCR
computing facilities
© Primary ESGF climate
data centers
@ Future ICNWG ESGE National Computational
climate data centers Infrastructure (NCI), AU @

—DFN_ L% INTERNET. H NET
Qaarnet i @B gean P Jisc —
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CMIP6 data lifecycle

Most of the work is

currently spent in

coordination of CMIP6

output and ESGF data

publication:

» Lists of requested
variables

« Controlled
vocabularies

» Global attributes

* NetCDF file
requirements for
ESGF publication

* ldea: Model Output
Preparation
Package

ESGF IPCCDDC
CMIP CHOR publication archive »
project

Step storage LTA DO

4 v
Phase —> | Project/ c nity phase } — { B'b:)'ﬁ;“sgt"c
MD Check (M3 [ M4
Data Check D1 D2 D3

Diagram from QA WIP position paper. (D1,D2...Data Checks,
M1,M2... Metadata Checks, QC of software not represented)
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LLNL-PRES-671937

ESGF' »



CMIP6 data lifecycle

Modeling group
Checkpoint D2/M2 — ESGF publication
PID tracking_ID syntax correct PID registration >
Citation information complete Citation information confirmation —— = STATUS
Errata / annotation available File publication > flags

Errata / annotation registration ———

Schematic CMIP6 Handle PID and early citation data publication service.
The services for PID and citations information have to be completed by the
service on errata and annotations as the third new service in addition to the
classical ESGF file publication. Details on these new ESGF services for
CMIP6 can be obtained from the three corresponding WIP position papers.
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CMIP6 data lifecycle

Network team (ICNWG) ,{‘

CMIP6
replication ¢«
centers Replica Replication team
Node
oy
-~
-~y
B ~
f x A, Monitoring /
notification tools
Repli = Repli /‘A
eplica eplica i
Node Node 2 y i
wy
> 4 /
V4
P Data
- Node
Data 2
Node 7
Y
Data
Node

CMIPG replication from data nodes to replica
centers and between replica centers coordinated
by a CMIPG6 replication team. More details can
be obtained from the corresponding WIP
position paper.

Data replication is not only a
technical problem with respect
to network bandwidth but also a
management problem with
respect to data consistency and
replication strategy. Probably
not all CMIP6 core data can be
stored in one location.

Lawrence Livermore National Laboratory
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ESGF strategic roadmap of proposed
components in the integrated data ecosystem

ESGF data ecosystem roadmap

Current: Interoperable &
Distributed Databases

Planned ESGF Data Syst

Distributed Data Ecosystem Virtual Laboratory

2016

Federated databases
* Peer-to-peer data archive

+ Synchronized federated
metadata and data

+ Easy “fire and forget” large-
scale data transfer

* Quick-look server-side analysis

+ Virtual organization
Management

+ Content management,
conventions, and standard web
portal

» Secure access control

Ecosystem data sharing
* Ensemble and parallel se

Early 2018

side analysis, diagnostics,
metrics and visualization

Data quality and citation
Dynamic resource manage

Full workflow and provenan
capture

User interface portal scripti
Network transfer speed be
data centers 1 PB/day
Automated publication,
replication, and version con

ESGF Data Archivj

Petabytes (1015)

Exabytes (1018)

satellite, in situ
climatology,
diagnostics
ecosystems

Lawrence Livermore National Laboratory
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Managing ESGF for success

Governance communication architecture

Steering Committee
(Funding Agencies that Sponsor Software
Development Projects)
(DOE, NASA, NOAA, NSF, EU Commissions,
Australia, China, Japan, others)

Scientific Projects Executive Committee Scientific Research

(Definition, Princinal | ticat fe Teams
Management and > ( rmmpz ;;e:t gators of sponsor < (Use Raw Data Material
Operation of Data Funded Software Projects) for Scientific Questions

Generation Projects ) and Answers)
E-Infrastructure ESGF
Projects (Development,
(Use ESGF services and Maintenance and
Data to build Third- Operation of Data
Parties’ Systems) Ecosystem)

Lawrence Livermore National Laboratory ESG F " 21
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ESGF sub-tasks and task leaders

1. CoG User Interface Working Team

2. Compute Working Team

w

. Dashboard Working Team
. Data Transfer Working Team
. Documentation Working Team

4
)

6. Identity Entitlement Access
7. Installation Working Team
8

. International Climate Network
Working Group

9. Metadata and Search Working Team
10. Node Manager Working Team

11. Provenance Capture Working Team
12. Publication Working Team

13. Quality Control Working Team

14. Replication Working Team

15. Software Security Working Team

16. Tracking / Feedback Notification Working
Team

17. User Support Working Team
18. Versioning Working Team

Cecelia DeLuca (NOAA) and Luca Cinquini (NOAA)

Charles Doutriaux (DOE) and Daniel Duffy (NASA)

Sandro Fiore (IS-ENES)

Lukasz Lacinski (DOE) and Rachana Ananthakrishnan

Matthew Harris (DOE) and Sam Fries (DOE)

Philp Kershaw (IS-ENES) and Rachana Ananthakrishnan (DOE)
Nicolas Carenton and Prashanth Dwarakanath (IS-ENES)

Eli Dart (DOE/ESnet) and Mary Hester (DOE/ESnet)

Luca Cinquini (NASA)

Sasha Ames (DOE) and Prashanth Dwarakanath (IS-ENES)
Bibi Raju (DOE)

Sasha Ames (DOE) and Rachana Ananthakrishnan

Martina Stockhause (IS-ENES) and Katharina Berger (IS-ENES)
Stephan Kindermann (IS-ENES) and Tobias Weigel (IS-ENES)
Prashanth Dwarakanath (IS-ENES) and Laura Carriere (NASA)

Sasha Ames (DOE)

Torsten Rathmann (IS-ENES) and Matthew Harris (DOE)

Stephan Kindermann (IS-ENES) and Tobias Weigel (IS-ENES)

Improved ESGF search and data cart management and interface
Developing the capability to enable data analytics within ESGF
Statistics related to ESGF user metrics

ESGF data transfer and enhancement of the web-based download
Document the use of the ESGF software stack

ESGF X.509 certificate-based authentication and improved interface
Installation of the components of the ESGF software stack

Increase data transfer rates between the ESGF climate data centers

ESGF search engine based on Solr5; discoverable search metadata
Management of ESGF nodes and node communications

ESGF provenance capture for reproducibility and repeatability
Capability to publish data sets for CMIP and other projects to ESGF
Integration of external information into the ESGF portal

Replication tool for moving data from one ESGF center to another
Security scans to identify vulnerabilities in the ESFF software

User and node notification of changed data in the ESGF ecosystem

User frequently asked questions regarding ESGF and housed data

Versioning history of the ESGF published data sets

Further elaborations of the sub-tasks are described in the ESGF progress reports, which

can be found online: http://esgf.linl.gov/reports.html

LLNL-PRES-671937
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Data workshop and conferences reports:

community involvement and outreach

6th Annual

Earth System Grid Federation
and Ultrascale Visualization
Climate Data Analysis Tools

Face-to-Face
Conference Report

WORKING GROUP ON
VIRTUAL DATA INTEGRATION

STH AnnuAL
Earth System
Grid Federation

0

DECEMBER 2015

Face-to-Face Conference Report

Synergistic Challenges in
Data-Intensive Science and
Exascale Computing

DOE ASCAC Data Subcommitiee Report
March 2013

4TH ANNUAL
I 1 SYSTEA
ND ULTRASC
DATAANALYSIS TOO

FACE-TO-FACE CONFERENCE REPORT

DECEMBER 2014

VAR

BER Virtual Laboratory:
Innovative Framework for Biological
and Environmental Grand Challenges

3™ Annual
Earth System Grid Federation and
Ultrascale Visualization Climate Data
Analysis Tools
Face-to-Face Meeting Report

December 2013

% £ .
O Nasal ‘&; i s
N 8 U S ﬂv )

A global consortium of govt agencies, educationa] institutions

dedicated to delivering robust distributed dat, commpoting libraries, pplications, and
platforms for the povel i featific data.

ipcc

xt o climate change

() ENERGY

DOE BER CESD workshop and conference reports can be found at:

Top Ten Exascale
Research Challenges

http://esgf.linl.gov/reports.html and http://science.energy.gov/ber/community-resources/.
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Report findings

Data Quality ESGF data quality persists in the form of provenance, quality control (QC) checks, errata, and data citations. Various components help
to improve data quality checks in the ESGF publishing process. EzZCMOR (Climate Model Output Rewriter) is one such software
package that may be connected to ESGF to enable QC checking before publishing to ESGF.

Data Compression Data compression is important to ESGF in terms of data storage and transfers. Because of the sheer size of ESGF archives,
compressing data for storage or transfer considerably reduces overall costs.

Data Storage The sheer size of current and expected future archives makes storage a difficult issue to address. If the expected storage for CMIP6 is
over 10 petabytes (with estimates as high as 50 PB), then
a uniform storage strategy must be put into place among the major CMIP data center sites. This includes the purchasing of storage
units and possible archiving of data on tape for long-term data preservation.

Hardware A cost-benefit analysis is needed for long-term storage. For example, what would it cost to regenerate versus store the data?

Network ESGF requires the ability to control the timing of data- and network-intensive replication operations for large climate data sets.
Operations Operational support is needed to sustain the numerous ESGF nodes operated by simulation, observation, and reanalysis projects.
Performance Metrics Performance metrics must be included as part of ESGF operations. The goal is to have display- able and well-understood performance

metrics to track and monitor the overall system and to gather data transfer performance metrics among major CMIP data center sites.
Performance operations also must include overall system robustness monitoring and functionality bench- marking to ensure end-user
and project satisfaction.

Provenance Capture Provenance capturing is necessary for reproducing complex analysis processes at various levels of detail in a shared environment.

Server-Side Analysis (and Derived The size of some data sets makes moving most of the needed data to the end user’'s home institution infeasible. Data analysis

Data Sets) therefore must be performed remotely.

Software Security Scans The latest software security breach has necessitated an inventory of all software in the ESGF software stack, and ESGF developers
have coordinated component development to combine and share information about existing vulnerabilities that may affect secure
ESGF operations.

Training and Documentation Training is important to ensure proper data use and dissemination.

Use Metrics Use metrics help projects know how the community is using their hardware, software, network, data, and other resources. Metric

information such as number of users will serve as base metrics for various data and services within ESGF. Service-specific metrics
also should be defined to measure the usage and adoption of specific capabilities and to evaluate their usefulness. Another important
metric is identification of the number of software packages provided by other institutes accessible via ESGF.

Lawrence Livermore National Laboratory ESGF Wiy 24
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Lessons learned

= ESGF infrastructure is under constant requirements to improve and adapt

= ESGF must continue to rely on careful integration of already proven technologies
and applications that have been developed by teams over the course of many years
(e.g., Solr, TDS, UV-CDAT, OPeNDAP, etc.)

= Promote participation and involvement by a large community of stakeholders,
managers, engineers, through an open source meritocracy based system (not
dissimilar to the principles promoted by the Apache Software Foundation, for
example)

= Establish a governance model from the very beginning, in order to represent the
interests of all stakeholders, prioritize requirements, and guide the overall system
development

= Avoid single points-of-failure in the engineering workforce

= Large infrastructures like ESGF should consider scalability as one of its major
requirements (e.g., data discovery, movement, processing, etc. testing should be
scaled to 10 to 100 times the current amount of data)

= Funding is always a struggle (US and EU agencies tend to fund innovative research
and new ideas and less prone to support ongoing successful projects such as ESGF.

Lawrence Livermore National Laboratory E SGF S 25
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Dashboard Working Team

v' Development of a monitoring & data

usage statistics system
v' Coarse grain statistics

v Data downloads
v Number of users
v" Number of files

v" Fine grain statistics

~ Data Statistics

Search Settings.
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Clients geographic distribution

(LLNL data node view)
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Clients distribution by country

(LLNL data node view)

4650 distinct IPs in total
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Clients distribution by country (%)
(LLNL data node view)

RU 1,98%
IN 2,82% ES1,47%

AU 2,29%
CA 2,55% FR BR
KR 2,99% 1,80% | 1,36% CH 1,28%

‘ MN 0,02%
A TW 1,08% $G 0,57% NE 0,02%
ML 0,02%
’ [ |No0,92% 4 NCOO2% | NPOO% _pHO02%
: . ] PK 0,40% | il
N 17 [ PR 0,02%
/ RO 0,02%
y / 7 AR} ; » ‘ RS 0,02%
7 o= : N\ 510,02%
o - N \‘ .
77— —— , o 0,02%%\\ / 20,02%

CR0,02% ZW 0,02% \
SA0,13%

BN 0,02% \/
KE 0,07%
0M0,04%
N 0,07%
0,04% o™

Country codes are available at: http://countrycode.org/

Japan 3,37%

United Kingdom 4,69%
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Clients distribution by continent
(LLNL data node view)

Client distribution (absolute values) by continents (4650 distinct IPs in total)
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Download distribution by identity provider
(LLNL data node view)

Number of downloads by user IdP

Download distribution for Pcmdi9 and other IdPs.
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Download distribution (%) by identity provider
(LLNL data node view)

& pcmdi9.linl.gov

& esgf-node.ipsl.fr

“ esg.nci.org.au

& hydra.fsl.noaa.gov

“ esg-dnl.nsc.liu.se
<no-idp>
cordexesg.dmi.dk
esgl-gw.pnl.gov

& pemdi3.linl.gov

i esgf-data.dkrz.de

& adm07.cmcc.it

& pcmdill.linl.gov

~ esg.bnu.edu.cn

“ esg.pik-potsdam.de
esg.ccs.ornl.gov

“ www.earthsystemgrid.org
W ipcc-ar5.dkrz.de

& <no-idp>
esgf.nccs.nasa.gov
~ esgl.nci.org.au
esg-gateway.jpl.nasa.gov
noresg.norstore.uio.no

i ceda.ac.uk

i esg-datanode.jpl.nasa.gov

© dev.esg.anl.gov

& esgdata.gfdl.noaa.gov

© euclipsel.dkrz.de
esg0l.nersc.gov

esg-vm-demo02.ccs.ornl.gov
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Downloaded data (GB) per month
(LLNL data node view)
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Number of distinct users per month
(LLNL data node view)

Number of distinct users per month (total 3129)
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Number of distinct files per month
(LLNL data node view)

160000
150172
140000
120000
100000
7
2
=
[T
o
a 80000 76328
2
£ 68819
=
2
60000
47933
40118
40000 —
O
o ~ =
: g = AN &
2 Z0EE 2T =
20000 ® R = — .. =
3 2RO ]
b & SROLE o houligll i o v~
~ < o — = YT oY " abh~N0 00 0O T 00D o o ~
— 1n O D )] < 0 © 2058238833 RRIZT A ~
= 00 = T O - - o M N = 000 O MmN WO WOO mMmIMN W 00
Nt O ™~NNA AN A o =1 o o NN WO MNMNILDODNOCGSST O WO OO ™
0
91011121 2 3 4 56 7 8 91011121 2 3 4 5 6 7 8 91011121 2 3 4 5 6 7 8 9101112|1 2 3 4 5 6 7 8 9 10‘
2011 2012 2013 2014 2015
Time

Lawrence Livermore National Laboratory ESGF@ 35
LLNL-PRES-671937 Earth System Grid Federation




Number of downloads per month
(LLNL data node view)
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ESGF%

th Sys Grid Fe

<PCMDI

ESGF can do much more —

than climate research

= What else can we use

this large federated
data platform for?

= Many other research
communities need a
platform that can
distribute peta- and
exascale data

— Physics
— Astronomy
— Energy
— Biology

Home Search Tools Login Help

Dataset:
bio.tycho.DIPHTHERIA.tier1.city

Metadata Show/Hide Properties access
Property Value
access GridFTP ; HTTPServer ; OPENDAP
activity bio
agency NIH

of_standard_name cases ; incidence

« (x) activity:bio

Search Categories Expand or wget.

Product

Activity

Type
epidemiology (8)
sequence (1)

Project
denguevirport (1)
tycho (8)

Agency
Broad (1)
NIH (8)

Organism
DIPHTHERIA (1)
HEPATITIS (1)
MEASLES (1)
MUMPS (1)
PERTUSSIS (1)
POLIO (1)
RUBELLA (1)

SMALLPOX (1)

variable Cases ; Incidence

variable_long_name

variable_units None : None

version 20141125

data_node pemdit1.linl.gov
data_type epidemiology dengue (1)
collapse |dataset_id_template_ | blo.%(project)s.%(organism)s. %(subset)s. %(Iog L \ Type
coliapse |id bio.tycho DIPHTHERIA tier1.city.v20141125|pct <ty (1)
Index_node pemdit1.linl.gov
instance_id blo.tycho. DIPHTHERIA tier1 city.v20141125 region (1)
latest true state (7)
loc_type city
master_id bio.tycho. DIPHTHERIA. tier1 city Seq 1ype
metadata_format THREDDS nucleotide (1)
number_of_aggregations |0 Format
number_of_files 2 FASTA (1)
organism DIPHTHERIA
product observations Time Frequech
project tycho annual (1)
replica faise week (8)
score 1
size 1541329
subset tier! tier1 (8)
title bio.tycho DIPHTHERIA tier1 city _
type Dataset
collapse |url hitp:/ipemdit 1.inl.govAthredds/esgeet/1/bio.tyciK

project:CMIP5 AND variable:hus.

» Search All Sites
Versions

Examples: temperature, “surface temperature”, climate AND Clear search

constraints
and datacart
Search Help
Search
Controlled
Vocabulary

To download data: add datasets to your Data Cart, then click on

Show All Replicas Show All

<1> displaying 1 to 9 of 9 search resuits
Display 10 - |datasets per page
Add All Displayed to Datacart Remove All Displayed from
Datacart
Results Data Cart
bio.tycho DIPHTHERIA tier1.city
Data Node: pcmdi11.linl.gov
Version: 20141125
No description available.
Further options: Remove From Cart

bio.tycho HEPATITIS tier1.state

Data Node: pcmdi11.linl.gov

Version: 20141125

No description available.
Further options: Add To Cart

bio.tycho. MEASLES tier1.state

Data Node: pcmdi11.linl.gov

Version: 20141125

No description available
Further options: Add To Cant

bio.tycho MUMPS tier1.state

Data Node: pcmdi11.linl.gov

Version: 20141125

No description available
Further options: Add To Cart

bio.tycho. PERTUSSIS tier1.state

Data Node: pcmdi11.linl.gov

Version: 20141125

No description available.
Further options: Add To Cart

bio.tycho.POLIO tier1.state
Data Node: pcmdi11.linl.gov
Version: 20141125
No description available.
Further options: Add To Cart

it h i
Data Node: pcmdi11.linl.gov
Version: 20141125
No description available
Further options: Add To Cart

bio.tycho. SMALLPOX tier1.state
Data Node: pcmdi11.linl.gov
Version: 20141125
No description available
Further options: Add To Cart
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