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What is the toolbox 
of  the modern 
(data-driven) 
scientist?

domain
training

statistics

advanced
computing

database

GUI

parallel 

visualization

Bayesian

machine learning

Physics

laboratory techniques

MCMC

MapReduce



And...How do we teach 
this with what little time 
the students have?

What is the toolbox 
of  the modern 
(data-driven) 
scientist?



Astronomical Data Deluge
Serious Challenge to Traditional Approaches & Toolkits



Astronomical Data Deluge
Serious Challenge to Traditional Approaches & Toolkits

Large Synoptic Survey Telescope (LSST) - 2020 
! Light curves for 800M sources every 3 days
    106 supernovae/yr, 105 eclipsing binaries
     3.2 gigapixel camera, 20 TB/night

LOFAR & SKA
    150 Gps (27 Tflops) → 20 Pps (~100 Pflops)

Gaia space astrometry mission - 2014
    1 billion stars observed ∼70 times over 5 years
       Will observe 20K supernovae

Many other astronomical surveys are already producing data:
SDSS, iPTF, CRTS, Pan-STARRS, Hipparcos, OGLE, ASAS, 
Kepler, LINEAR, DES etc.,



strategy
scheduling

observing
reduction

finding
discovery

classification
followup

inference

Towards a Fully Automated Scientific Stack
for Transients }current
state-of-the-art

stack

automated (e.g. iPTF)
not (yet) automated

published work

NSF/CDI

NSF/BIGDATA



Our ML framework found the 
Nearest Supernova in 3 Decades ..‣ Built & Deployed Real-

time ML framework, 
discovering >10,000 
events in > 10 TB of 
imaging 
→ 50+ journal articles

‣ Built Probabilistic 
Event classification 
catalogs with 
innovative active 
learning 

http://timedomain.org https://www.nsf.gov/news/news_summ.jsp?cntn_id=122537

http://timedomain.org
http://timedomain.org
https://www.nsf.gov/news/news_summ.jsp?cntn_id=122537
https://www.nsf.gov/news/news_summ.jsp?cntn_id=122537


Data-Centric Coursework, Bootcamps, 
Seminars, & Lecture Series

BDAS: Berkeley Data 
Analytics Stack
[Spark, Shark, ...]

parallel
programming
bootcamp

...and entire degree programs



Data-Centric Coursework, Bootcamps, 
Seminars, & Lecture Series

BDAS: Berkeley Data 
Analytics Stack
[Spark, Shark, ...]

parallel
programming
bootcamp

...and entire degree programs

Taught by CS/Stats

Aimed at Engineers & 
Programmers Heading 

Toward Industry



2010: 85 campers 2012a: 135 campers

Python Bootcamps at Berkeley



a modern superglue computing 
language for science

‣ high-level scripting language
‣ open source, huge & growing community in 
academia & industry
‣ Just in time compilation but also fast numerical 
computation
‣ Extensive interfaces to 3rd party frameworks

A reasonable lingua franca for scientists...



2012b: 210 campers

Python Bootcamps at Berkeley

2013a: 253 campers



‣ 3 days of  live/archive streamed lectures
‣ all open material in GitHub
‣ widely disseminated (e.g., @ NASA)
‣ funded (~$18k) by the Vice Chancellor for Research 
& NSF (BIGDATA)

http://pythonbootcamp.info

http://pythonbootcamp.info
http://pythonbootcamp.info


Part of  the 
Designated
Emphasis in 
Computation
al Science & 
Engineering 
at Berkeley

visualization

machine learning

database interaction

user interface & web frameworks

timeseries & numerical 
computing

interfacing to other languages
Bayesian inference & MCMC

hardware control

parallelism



64%

36% female
male

8%
4%

8%

12%

4%
12% 8%

16%

16%

12%Psychology
Astronomy
Neuroscience
Biostatistics
Physics
Chemical Engineering
ISchool
Earth and Planetary Sciences
Industrial Engineering
Mechanical Engineering

“Parallel Image 
Reconstruction from 
Radio Interferometry 
Data”

“Graph Theory Analysis of  
Growing Graphs”

http://mb3152.github.io/Graph-Growth/

“Realtime Prediction of  Activity 
Behavior from Smartphone”

“Bus Arrival 
Time Prediction 
in Spain”

http://mb3152.github.io/Graph-Growth/
http://mb3152.github.io/Graph-Growth/


Time domain preprocessing 

- Start with raw photometry!

- Gaussian process detrending!

- Calibration!

- Petigura & Marcy 2012!

!
Transit search 

- Matched filter!

- Similar to BLS algorithm (Kovcas+ 2002)!

- Leverages Fast-Folding Algorithm 
O(N^2) → O(N log N) (Staelin+ 1968)!

!
Data validation 

- Significant peaks in periodogram, but 
inconsistent with exoplanet transit

TERRA – optimized for small planets

Detrended/calibrated photometry

TERRA
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Erik Petigura
Berkeley Astro 
Grad Student

Petigura, Howard, & Marcy (2013)

Prevalence of Earth-size planets orbiting Sun-like stars
Erik A. Petiguraa,b,1, Andrew W. Howardb, and Geoffrey W. Marcya

aAstronomy Department, University of California, Berkeley, CA 94720; and bInstitute for Astronomy, University of Hawaii at Manoa, Honolulu, HI 96822

Contributed by Geoffrey W. Marcy, October 22, 2013 (sent for review October 18, 2013)

Determining whether Earth-like planets are common or rare looms
as a touchstone in the question of life in the universe. We searched
for Earth-size planets that cross in front of their host stars by
examining the brightness measurements of 42,000 stars from
National Aeronautics and Space Administration’s Kepler mission.
We found 603 planets, including 10 that are Earth size (1−2 R⊕)
and receive comparable levels of stellar energy to that of Earth
(0:25− 4 F⊕). We account for Kepler’s imperfect detectability of
such planets by injecting synthetic planet–caused dimmings into
the Kepler brightness measurements and recording the fraction
detected. We find that 11 ± 4% of Sun-like stars harbor an Earth-
size planet receiving between one and four times the stellar inten-
sity as Earth. We also find that the occurrence of Earth-size planets is
constant with increasing orbital period (P), within equal intervals of
logP up to∼200 d. Extrapolating, one finds 5:7+1:7

−2:2% of Sun-like stars
harbor an Earth-size planet with orbital periods of 200–400 d.

extrasolar planets | astrobiology

The National Aeronautics and Space Administration’s (NASA’s)
Kepler mission was launched in 2009 to search for planets

that transit (cross in front of) their host stars (1–4). The resulting
dimming of the host stars is detectable by measuring their bright-
ness, and Kepler monitored the brightness of 150,000 stars every
30 min for 4 y. To date, this exoplanet survey has detected more
than 3,000 planet candidates (4).
The most easily detectable planets in the Kepler survey are

those that are relatively large and orbit close to their host stars,
especially those stars having lower intrinsic brightness fluctua-
tions (noise). These large, close-in worlds dominate the list of
known exoplanets. However, the Kepler brightness measurements
can be analyzed and debiased to reveal the diversity of planets,
including smaller ones, in our Milky Way Galaxy (5–7). These
previous studies showed that small planets approaching Earth
size are the most common, but only for planets orbiting close to
their host stars. Here, we extend the planet survey to Kepler’s
most important domain: Earth-size planets orbiting far enough
from Sun-like stars to receive a similar intensity of light energy
as Earth.

Planet Survey
We performed an independent search of Kepler photometry for
transiting planets with the goal of measuring the underlying oc-
currence distribution of planets as a function of orbital period,
P, and planet radius, RP. We restricted our survey to a set of Sun-
like stars (GK type) that are the most amenable to the detection
of Earth-size planets. We define GK-type stars as those with sur-
face temperatures Teff = 4,100–6,100 K and gravities logg = 4.0–4.9
(logg is the base 10 logarithm of a star’s surface gravity measured in
cm s−2) (8). Our search for planets was further restricted to the
brightest Sun-like stars observed by Kepler (Kp = 10–15 mag). These
42,557 stars (Best42k) have the lowest photometric noise, making
them amenable to the detection of Earth-size planets. When
a planet crosses in front of its star, it causes a fractional dimming
that is proportional to the fraction of the stellar disk blocked,
δF = ðRP=RpÞ2, where Rp is the radius of the star. As viewed by
a distant observer, the Earth dims the Sun by ∼100 parts per
million (ppm) lasting 12 h every 365 d.

We searched for transiting planets in Kepler brightness mea-
surements using our custom-built TERRA software package
described in previous works (6, 9) and in SI Appendix. In brief,
TERRA conditions Kepler photometry in the time domain, re-
moving outliers, long timescale variability (>10 d), and systematic
errors common to a large number of stars. TERRA then searches
for transit signals by evaluating the signal-to-noise ratio (SNR) of
prospective transits over a finely spaced 3D grid of orbital period,
P, time of transit, t0, and transit duration, ΔT. This grid-based
search extends over the orbital period range of 0.5–400 d.
TERRA produced a list of “threshold crossing events” (TCEs)

that meet the key criterion of a photometric dimming SNR ratio
SNR > 12. Unfortunately, an unwieldy 16,227 TCEs met this cri-
terion, many of which are inconsistent with the periodic dimming
profile from a true transiting planet. Further vetting was performed
by automatically assessing which light curves were consistent with
theoretical models of transiting planets (10). We also visually
inspected each TCE light curve, retaining only those exhibiting a
consistent, periodic, box-shaped dimming, and rejecting those
caused by single epoch outliers, correlated noise, and other data
anomalies. The vetting process was applied homogeneously to all
TCEs and is described in further detail in SI Appendix.
To assess our vetting accuracy, we evaluated the 235 Kepler

objects of interest (KOIs) among Best42k stars having P > 50 d,
which had been found by the Kepler Project and identified as planet
candidates in the official Exoplanet Archive (exoplanetarchive.
ipac.caltech.edu; accessed 19 September 2013). Among them, we
found four whose light curves are not consistent with being
planets. These four KOIs (364.01, 2,224.02, 2,311.01, and 2,474.01)
have long periods and small radii (SI Appendix). This exercise
suggests that our vetting process is robust and that careful scrutiny
of the light curves of small planets in long period orbits is useful to
identify false positives.

Significance

A major question is whether planets suitable for biochemistry
are common or rare in the universe. Small rocky planets with
liquid water enjoy key ingredients for biology. We used the
National Aeronautics and Space Administration Kepler tele-
scope to survey 42,000 Sun-like stars for periodic dimmings
that occur when a planet crosses in front of its host star. We
found 603 planets, 10 of which are Earth size and orbit in the
habitable zone, where conditions permit surface liquid water.
We measured the detectability of these planets by injecting
synthetic planet-caused dimmings into Kepler brightness mea-
surements. We find that 22% of Sun-like stars harbor Earth-size
planets orbiting in their habitable zones. The nearest such planet
may be within 12 light-years.

Author contributions: E.A.P., A.W.H., and G.W.M. designed research, performed research,
analyzed data, and wrote the paper.

The authors declare no conflict of interest.

Freely available online through the PNAS open access option.

Data deposition: The Kepler photometry is available at the Milkulski Archive for Space
Telescopes (archive.stsci.edu). All spectra are available to the public on the Community
Follow-up Program website (cfop.ipac.caltech.edu).
1To whom correspondence should be addressed. E-mail: epetigura@berkeley.edu.

This article contains supporting information online at www.pnas.org/lookup/suppl/doi:10.
1073/pnas.1319909110/-/DCSupplemental.
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“Are we alone in the universe? What makes up the missing mass 
of the universe? ... And maybe the biggest question of all:  How in 
the wide world can you add $3 billion in market capitalization 
simply by adding .com to the end of a name?”

President William Jefferson Clinton 
Science and Technology Policy Address

21 January 2000

“Add Data Science or Big Data to your course name to increase 
enrollment by tenfold.”

Joshua Bloom
Just Now



Python for Data Science @ Berkeley [Sept 2013]



‣ Where do Bootcamps & Seminars fit into 
traditional domain science curricula?

- formal coursework competes with research 
obligations for graduate students

‣ Are they too vocational/practical for 
higher Ed?

‣ Who should teach them & how do we 
credit them?



first this... ...then this.

Undergraduate & Graduate Training Mission
Thinking Data Literacy before 
Thinking Big Data Proficiency



Undergraduate & Graduate Training Mission
Thinking Data Literacy before 
Thinking Big Data Proficiency

Data analysis recipes:

Fitting a model to data

⇤

David W. Hogg
Center for Cosmology and Particle Physics, Department of Physics, New York University

Max-Planck-Institut für Astronomie, Heidelberg

Jo Bovy
Center for Cosmology and Particle Physics, Department of Physics, New York University

Dustin Lang
Department of Computer Science, University of Toronto

Princeton University Observatory

Abstract

We go through the many considerations involved in fitting a model
to data, using as an example the fit of a straight line to a set of points
in a two-dimensional plane. Standard weighted least-squares fitting
is only appropriate when there is a dimension along which the data
points have negligible uncertainties, and another along which all the
uncertainties can be described by Gaussians of known variance; these
conditions are rarely met in practice. We consider cases of general,
heterogeneous, and arbitrarily covariant two-dimensional uncertain-
ties, and situations in which there are bad data (large outliers), un-
known uncertainties, and unknown but expected intrinsic scatter in
the linear relationship being fit. Above all we emphasize the impor-
tance of having a “generative model” for the data, even an approx-
imate one. Once there is a generative model, the subsequent fitting
is non-arbitrary because the model permits direct computation of the
likelihood of the parameters or the posterior probability distribution.
Construction of a posterior probability distribution is indispensible if
there are “nuisance parameters” to marginalize away.

It is conventional to begin any scientific document with an introduction
that explains why the subject matter is important. Let us break with tra-
dition and observe that in almost all cases in which scientists fit a straight
line to their data, they are doing something that is simultaneously wrong

and unnecessary. It is wrong because circumstances in which a set of two

⇤The notes begin on page 39, including the license1 and the acknowledgements2.
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34 Fitting a straight line to data
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Figure 10.— Partial solution to Exercise 14: On the left, the same as Figure 9
but including the outlier points. On the right, the same as in Figure 4
but applying the outlier (mixture) model to the case of two-dimensional
uncertainties.
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Figure 11.— Partial solution to Exercise 15: Results of “forward and reverse”
fitting. Don’t ever do this.
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Statistical Inference



Versioning & Reproducibility

“Recently, the scientific community was shaken by reports that 
a troubling proportion of peer-reviewed preclinical studies are 
not reproducible.” McNutt, 2014

http://www.sciencemag.org/content/343/6168/229.summary 

- Git has emerged as the de facto versioning tool
- Berkeley Common Environment (BCE) Software Stack
- “Reproducible and Collaborative Statistical Data 
Science” (Statistics 157: P. Stark)
- Next up: Versioning (big) data?

Undergraduate & Graduate Training Mission
Thinking Data Literacy before 
Thinking Big Data Proficiency



Fernando Pérez

IPython Creator



Fernando Pérez

IPython Creator



Julia

R

IPython notebook
is ~agnostic to the 
backend



Established CS/Stats/Math in Service
of  novelty in domain science

vs.

Novelty in domain science driving & 
informing novelty in CS/Stats/Math

“novelty2 problem”
Extra Burden for Forefront Scientists

https://medium.com/tech-talk/dd88857f662



Berkeley Institute for Data Sciences (BIDS)

‣ Physical Space & New Entity dedicated 
to the Moore/Sloan Data Science 
principles

‣ Goal: rich resource and ecosystem for 
domain scientists to connect & 
collaborate with methodologists
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“Bold new partnership launches to harness potential of data scientists and big data”



Berkeley Institute for Data Sciences



Berkeley Institute for Data Sciences



Towards an Inclusive Ecosystem
Expanding Participation Among 

Underrepresented Groups

11%

56%

33%

female
male
decline to state

2013 Python 
bootcamp

- 2013 AMP Camp:   < 5% women at

- This Workshop:     2 women out of 22 speakers

- 2013 Python Seminar:  36% women



Summary

‣ Data Literacy before Big Data Proficiency

‣ Domain Science increasingly dependent 
upon methodological competencies

‣ Higher-Ed Role of  such training still TBD
• formal courses competes for time

‣ Need to create inclusive, collaborative 
environments bridging domains & methodologies

“Training Students to Extract Value from Big Data” National Academies of  Science, DC  11 April 2014 @profjsb



@profjsb

Thank you.


