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Introduction

Biological fluid dynamics is arguably one of the most active, visible, and exciting areas of fluid dynamics research today, with studies in areas ranging from the human cardiovascular system to marine animal propulsion. The aim of this article is to summarize emerging trends in biological fluid dynamics, and to identify core areas of interest, and future directions at the intersection of fluid dynamics and other, adjacent fields such as biology and medicine that are of critical technical and societal importance. On September 15-16, 2014 the Workshop on Fluid Dynamics of Living Systems was held in Arlington, Virginia, with NSF support. Contributors to this article were selected among the invited speakers to the workshop. This research trend article is intended to bring attention to critical, emerging directions in biological fluid dynamics, and also to provide students and researchers who were not able to attend the workshop with a summary of the major research discussed by experts in the field.

The report focuses on five core areas of research, 1) the fluid dynamics of benthic coastal systems, which links many of the physical and biological processes in coastal communities and is crucial to understand in the face of a changing climate; 2) image-based hemodynamics modeling, which allows for patient-specific, personalized models of vascular blood flow, an important direction in medicine; 3) blood occlusions in the microcirculation. The microvascular network is central in certain pathological conditions such as anemia and tumor-induced angiogenesis and, as imaging techniques improve, it is possible to study the microcirculation in new ways; 4) the fluid dynamics of disease transmission. Considering localized fluid flows of epidemiological interest from a novel, fundamental mechanics perspective can uncover factors important for public health, as well as of interest to the general fluid dynamics community; 5)
respiratory flows in the deep pulmonary airways. The fluid mechanics of the acinar region of the lung, which is made of hundreds of millions of sub-millimeter gas-exchange units (alveoli), is a field where many new advances are being made which have the potential to remove the need for animal testing in the study of inhaled aerosols in the lungs.

1. Fluid dynamics of coastal benthic ecosystems by Kristen A. Davis

Hydrodynamics plays an important role in benthic communities in the coastal ocean. Fluid flow controls the transport and mixing of biologically important material and regulates ecosystem functions such as photosynthesis, nutrient uptake, and benthic grazing. Understanding the links between physical and biological processes in coastal communities is increasingly important as we try to predict the resilience of these communities in the face of a changing climate.

One of the coastal communities most impacted by the changing climate is coral reefs. Ocean acidification is projected to reduce calcification on reefs 10-50% by the end of the century [1] – threatening to erode the building blocks of reef ecosystems. Rising sea surface temperatures are a severe threat to reefs, as tropical corals are widely thought to live near their upper thermal limits [2]. Heat stress can lead to the breakdown of symbiosis between the coral animals and their endodermal symbiotic algae, resulting in the loss of pigmentation, or “bleaching”, and can lead to mortality [3]. The National Oceanic and Atmospheric Administration recently designated the year 2015 as the third global bleaching event for corals (the first two being in 1998 and 2010). But we have many unanswered questions about the role of fluid dynamics in the ecosystem function of reefs.

Hydrodynamic Controls on Benthic-Pelagic Coupling

The geometric complexity of coral reefs leads to interesting fluid dynamics questions at scales of individual coral polyps to the scales of the carbonate platform or island on which they grow [4]. One of the most obvious features of coral reefs is that they are rough, having effective bottom drag coefficients that are typically an order of magnitude larger than the canonical value found over muddy or sandy sea beds. These large roughness elements are very effective at generating turbulent mixing and, combined with a high surface area, maximize mass transfer between the coral and the surrounding water. The geometric complexity of reefs makes it challenging to predict the drag and resultant boundary layer flow profile over reefs. For example, in geophysical boundary layers, the commonly used law-of-the-wall is

\[ u(z) = \frac{u_*}{\kappa} \ln \left( \frac{30z}{k_s} \right) \]

where \( u_* \) is the friction velocity (essentially shear stress in velocity units), \( \kappa = 0.41 \) is the von Karman constant, \( z \) is the height above the bed, and \( k_s \) is an equivalent sand grain roughness. However the complex morphology of reefs does not lend itself well to characterization using a
single length scale \((k_s)\) and concepts from urban canopy flow [5,6] and porous media flow [7], have proven more successful at predicting drag and boundary layer flows over rough reef beds.

Studies of nutrient uptake rates on reef benthic communities by Marlin Atkinson and several others have shown that nutrient uptake on coral reefs is “mass transfer limited”, or limited by flux across a thin boundary layer which covers the surface of the organism [8]. Thus, the rate at which benthic reef organisms exchange material with the water column is dependent upon flow conditions and the concentration of the material near the bed. A consequence of this flow-dependence is that the removal of nutrients by benthic organisms leads to a region of depleted nutrient or phytoplankton concentration near the bed or a “concentration boundary layer. The concentration boundary layer represents a balance between the removal rate of material near the bed and the replacement of that material through downward turbulent mixing. The observation of concentration boundary layers existing in natural reef settings (e.g. ref. [9]) highlights the important role of boundary layer turbulence in reef ecosystem functions.

**Hydrodynamic Controls on Habitat Heterogeneity**

One of the major challenges in understanding ecological processes is quantifying physical and biological patterns at appropriate scales. For example, rising sea surface temperatures threaten coral reefs on a global scale, but sub-meter scale patterns in temperature and flow fields can shape an individual coral colony’s thermal tolerance and influence recovery from an extreme thermal event [10]. During mass coral bleaching events there is commonly patchy survival of a small number of colonies and reef sections [11]. Much of the focus of thermal observations on coral reefs has been from satellite products at spatial scales larger than 4 km and temporal scales of weeks to months, but *in situ* observations reveal that extremely
different thermal microclimates can exist within a single reef flat (at spatial scales of 100s of meters) and diurnal temperature fluctuations on reefs can be as large as seasonal ranges. What are we missing when we assess the environmental conditions on coral reefs from large-scale remote sensing products? There is a pressing need to examine environmental variables at the scale that is relevant to the organisms. At the Fluid Dynamics of Living Systems meeting, we presented observations from an instrument relatively new to oceanographic research, a Distributed Temperature Sensing system, which uses the backscattered spectrum of light within a fiber optic cable to measure water temperature along the cable as shown in Fig. 1.1. These novel measurements will allow us to characterize habitat heterogeneity on scales from hundreds of meters down to centimeters and will overlap with historical coral monitoring stations to link spatial scales of physical variability to biological gradients within the reef.

2. Multi-scale/physics Image-Based Hemodynamics Modeling by Shawn C. Shadden

Research on fluid mechanics originated in considerable part from investigations of blood flow. Indeed, the modern formulation of fluid mechanics set forth by Daniel Bernoulli, Leonhard Euler, and others was guided by investigations of flow in tubes [12,13]. While quasi-1D theories of fluid flow in tubes dominated theoretical and numerical investigations of blood flow for centuries, modern computing has enabled the investigation of local, 3D blood flow mechanics to understand the distribution of velocity, pressure and wall shear stress (WSS) at bends, bifurcations, aneurysms, stenoses, anastomoses, and other geometric transitions. Concomitantly, local disruptions in blood flow are known to be fundamental to the causes and consequences of most cardiovascular diseases and complications. Thus, a precise understanding of hemodynamics is key to improving the diagnosis and treatment of what are now the leading causes of death and disability worldwide.

The role of hemodynamics in any disease scenario is highly individualized. To address this challenge, medical imaging has paved the way for personalized computational modeling [14,15]. A typical example is to utilize 3D angiographic data obtained from CT or MRI to construct a geometric model of a portion of the vascular anatomy (Figure 2.1). The geometric
model is then discretized into a computational domain to simulate blood flow. Hemodynamic conditions commonly associated with disease localization and device complications occur primarily in larger vessels (>1mm). In such regions, blood can be modeled as a homogeneous fluid and its mechanics can be simulated using computational fluid dynamics (CFD), subject to appropriate boundary conditions and constitutive relations. In addition to providing geometric boundary conditions, some imaging modalities can also provide fluid mechanic boundary conditions [16], vessel tissue properties [17], etc. The use of medical imaging to drive physics-based models is a budding field, with comprehensive open-source software now available to support such analyses (http://simvascular.org).

Image-based CFD chiefly provides highly resolved velocity and pressure data that can be used to better understand hemodynamic forces and transport processes. While the pathophysiology of any cardiovascular disease is multifaceted, computations of velocity and pressure alone can have significant impact in improving healthcare. As examples, image-based CFD of energy and flow distribution recently led to a novel redesign of the Fontan procedure (a surgery to reroute blood in patients with congenital heart defects) [18]; and the company HeartFlow has recently established the first routine use of image-based CFD in the clinical setting—to compute the pressure drop across a coronary stenosis for evaluating the need for treatment [19]. However, a number of challenges exist in broadening the impact of image-based hemodynamics modeling. Many of these challenges stem from the inherently complex coupling that exists between blood flow conditions and the physiologic responses these conditions elicit over disparate spatial and temporal scales in vivo. In the remainder of this section, we introduce some of our recent work presented at the Fluid Dynamics of Living Systems meeting involving “multi-scale/physics” applications of image-based hemodynamics modeling.

**Cerebrovascular reactivity**

In all image-based hemodynamics models, one considers a truncated portion of the cardiovascular system and appropriate boundary conditions must be assigned. Significant progress has been made in accounting for upstream or downstream portions of the circulatory system by coupling the image-based model to reduced order models [20]. Often simple lumped parameter models are used; a common example is to specify a “resistance” at each outflow boundary, which fixes a ratio between flow rate and pressure. More sophisticated models are required, however, when the
dynamic and reactive nature of the upstream or downstream portions becomes significant. This is paramount in the brain, where tight regulation of blood flow under various physiologic and pathologic conditions is required. We have recently worked to couple important features of cerebrovascular reactivity to image-based hemodynamics models (Figure 2.2). In Ryu et al. [21], we described the coupling of vascular flow models with dynamic lumped parameter networks that describe cerebral autoregulation, CO$_2$ reactivity, intracranial pressure (ICP), cerebrospinal fluid (CSF) dynamics, and cortical collateral blood flow. This framework has been validated against various clinical measurements including blood flow distribution, pulse waveforms of blood velocity and pressure, and the dynamic response of cerebral autoregulation during carotid compression, hyperventilation and CO$_2$ inhalation. Currently, this modeling is being used to improve monitoring (and our understanding) of various cerebrovascular events including ischemic stroke and vasospasm following sub-arachnoid hemorrhage.

**Vascular growth and remodeling**

Most image-based hemodynamics computations simulate blood flow over a few seconds, whereas most cardiovascular diseases develop over months to years. To help understand the underpinnings between local hemodynamics and disease progression, methods to couple these disparate timescales are required. In Wu & Shadden [22] a computational framework to couple vascular growth and remodeling (VGR) with image-based hemodynamics simulation was presented in the context of aneurysm formation (Figure 2.3). Hyperelastic and anisotropic properties were considered for the vessel, and a constrained mixture model was used to represent constituent kinematics. The coupled simulation was divided into two time scales; one in which VGR is simulated to evolve the boundary of the fluid domain, and another in which fluid simulations in turn generate WSS and transmural pressure data that regulate VGR. Recent focus has been on multiscale coupling of stress-mediated cellular mechanotransduction pathways that cause remodeling in the vessel wall. By coupling these pathways, a more direct connection to the underlying biochemical and biomechanical regulatory responses are considered. This can enable potentially important macroscale behavior to be captured, such as intermittent aneurysm expansion, which is not otherwise well reproduced in current models. There has also been recent progress in extending previous VGR models for arteries to simulate adaptations veins [23], demonstrating that a gradual change in pressure loading for vein grafts may lead to more favorable growth responses compared to the abrupt pressure changes these grafts often confront.
**Thrombosis**

Pathological clotting is the proximal cause of most heart attacks and strokes, and primary complication with most cardiovascular surgeries and devices. There is growing evidence and awareness regarding the importance local hemodynamic factors play in thrombus growth and structure, and increasing desire to couple image-based hemodynamics simulations to modeling thrombosis (or indirectly “thrombotic potential”). For example, recent work has demonstrated links between WSS parameters and thrombotic risk in aneurysms—both in the abdominal aorta [24] and coronary arteries [25]. Previous computational models of flow-mediated thrombogenesis have generally considered the transport and reaction of biochemical species involved in the coagulation cascade. It is difficult to properly resolve such chemical transport problems in arterial flows however, due to the high Schmidt numbers and thin concentration boundary layers. There is also a disparity of time scales; the coagulation cascade occurs on the order of minutes while transport problems require time steps on order of a millisecond. These disparities lead to significant computational difficulties [26]. Moreover, common coagulation cascade models track dozens of species governed by largely unknown reaction rate constants. Coupling large vessel hemodynamics with mechanisms for thrombogenesis requires some reduction of the underlying physical models.

We have developed various methods to simplify the coagulation problem to enable its application to 3D image-based geometries. First, we have introduced an approach to reduce the order of a coagulation model through optimization techniques so that fewer species need to be tracked to capture the most relevant kinetics (Figure 2.4). These models reduce computational cost, and are easier to parameterize, however the latter remains a challenge in practical applications. We have also developed a framework [26] to reduce the high Schmidt number transport problem in large artery flows to surface transport equations on the vessel wall. The ability of this reduced order transport model to predict thrombogenic potential has been demonstrated by comparing to results from the (very costly) full 3D transport equations. While the modeling above considers a continuum-based approach by tracking the transport and reaction of biochemical species involved in the coagulation cascade, we believe there is also strong promise in multiscale [27] or systems biology [28] approaches, particularly in consideration of modeling of thrombus growth or fragmentation.

**Embolic transport**

The coupling of blood and particle dynamics in cardiovascular flows has many important applications in disease and treatment scenarios. One of our focuses has been to better understand how the location, size or density of emboli (traveling thrombotic mass or intravascular debris) originating from the heart or aorta might determine stroke location and risk. We have recently demonstrated that propensity for cardio and aortogenic emboli to be transported to the carotid...
and vertebral arteries supplying the head varies markedly from expectations based on blood distribution [29]. Moreover, it has been found that a patient’s aortic anatomy, and embolus origin for aortogenic emboli, significantly influence the probability of an embolus reaching the head. These factors indicate important mechanisms underlying embolic stroke etiology, and knowing or controlling for these may improve therapeutics to reduce embolic stroke risk, identify locations to avoid during endovascular procedures, or aid in prospective or retrospective evaluations of a particular patient.

We have also explored more fundamental aspects of modeling of fluid-particle interaction within image-based hemodynamics simulations [30]. Particle dynamics can be determined by the blood flow (and vessel wall), by either neglecting or accounting for the particle’s influence on the blood (or vessel wall)—leading to one and two-way coupling strategies respectively. Even for one-way coupled simulations, there are a number of choices on “force terms” to consider (lift, drag, buoyancy, unsteady effects, etc.). Our recent investigations have compared the magnitude of these forces in image-based hemodynamics simulations. Fluid acceleration and added mass forces were found to be dominant, however lift forces, although small, were important for example in pulling particles from the vessel wall. Two-way fluid-particle simulations are the gold standard, but far more costly, hence we have compared one- and two-way coupled simulations to determine the extent over which one-way coupling is justified in common vascular flow scenarios. We observed that for small to moderate particle sizes (relative to vessel diameters), particle distribution trends were similar between one and two way coupling schemes, yet this similarity breaks down once particle size increases. Motivated by the ability to model the dynamics of particles of occlusive diameters, and the aggregation of discrete elements at injury sites (thrombosis), our ongoing work has also focused on efficient fluid-solid interaction for fully-resolved fluid-particle simulations to enable such explorations.

3. Blood occlusions in the microcirculation by Thierry Savin

The microcirculation is the terminal network of blood vessels in organs, which distributes blood within the tissue for metabolic exchanges. It is composed of arterioles, capillaries and venules, and has a structure that also contributes to the regulation of blood pressure, vascular flow, and temperature. The microvascular network plays an important role in keeping tissues healthy, but it is also central in certain pathological conditions such as anemia or tumor-induced angiogenesis [31].

In the human microcirculation, the vessels’ diameters range from ∼3 µm for the capillaries, to ∼200 µm for the arterioles and venules. In comparison, the size of the red blood cells (8 µm ×
3 \( \mu \text{m} \) discocytes) or of the leukocytes (~10\( \mu \text{m} \) for spheroidal neutrophils) are similar to the microvascular conduits: on the one hand, blood cells must reversibly deform to travel through the capillaries (possibly improving the metabolic exchanges); on the other hand, in the lumen of arterioles or venules, only 10-100 cells can be fitted in the cross-section.

This similarity of length scales, between the tube and the constituents of the suspension flowing through it, limits the use of continuum models when describing microcirculating blood. Neither its particulate nature, nor the interactions between its constituents or their individual mechanics, can indeed be ignored to explain observations such as the Fåhræus-Lindqvist effect (decrease of blood’s apparent viscosity with decreasing tube diameter), blood’s shear-thinning, or platelets and leukocytes’ margination [31,32].

The geometry of the microvascular network also influences the integrated flow properties of the circulating blood. The angioarchitecture of the microcirculation has been measured in several organs. It exhibits a large array of geometries, fractal tree-like or abundant in loops, to meet the specific needs of each organ. Numbers of feeding arterioles and/or draining venules, densities of capillaries etc, are also varying factors in different organs. Nevertheless, certain hierarchical features are commonly found in the majority of vascular beds: a succession of cylindrical segments with decreasing diameter and length, and increasing number, as one moves from the arterioles to the capillaries; and symmetrically the same features are found on the side of the post-capillary venules [33].

Considerable efforts have been made to describe the blood flow in the microcirculation under physiological conditions. For example, at the single capillary level, detailed studies connect the shape and deformability of individual blood cell with their ability to flow through the narrow tubes [34]. More recently, various multiphase simulation frameworks were used to describe the motion of larger volumes of blood, in wider channels of some canonical geometry (straight or constricted channels, corners, Y-junction etc) [35,36]. At larger scales, theoretical studies are further attempting to link the optimum metabolic delivery, as permitted by the microvascular network, with its topology [37].

Yet, the microcirculation is not robust to certain pathological events. An archetypal example of possible failure is observed in sickle-cell disease (SCD). Affected patients carry a mutated hemoglobin that aggregates and polymerizes in the erythrocytes under hypoxic conditions. As a result, “sickled” red cells are stiffer and often exhibit abnormal shapes, both conditions preventing them to properly flow in the microcirculation upon oxygen release. Hindrance to their flow may also be increased by altered adhesive properties, and possibly accompanied by the secretion of other vasoactive substances. Ultimately these blockages can lead to painful and dangerous vaso-occlusive crises [38]. It is thus important to understand all the physical factors controlling the SCD clogging events. And if these blockages are local, the dynamics of their propagation throughout the entire microvascular network until its global failure also needs to be elucidated.

To do so, it seems judicious to adopt a bottom-up approach, and to first assess the conditions of flow arrest in the capillaries. Hence, several experimental studies have employed
microfluidic devices to measure single-cell obstructions of square capillaries produced via soft lithography [39,40]. The square cross-section is a significant departure from the biological reality, and makes theoretical approaches challenging. In a recent paper, we used a combination of experiments and theory to investigate how an impaired red blood cell can occlude capillary flow [41]. In contrast with the previous studies, we used a cylindrical conduit similar to the ones found in the microcirculation. This geometry allowed us to develop an elasto-hydrodynamic model of the occlusion, that accounts for the balance of membrane tension competing with the flow of the surrounding plasma at the onset of motion arrest (see Fig. 3.1). An extension of these experiments and models to SCD cells, which possibly occlude the flow through their bulk stiffness rather than their membrane tension, is currently being implemented.

In wider channels, ex vivo microfluidic models of arterioles and venules, injected with whole SCD blood, have been developed to reproduce vaso-occlusive events [42], quantify their severity [43], and to show enhanced cell depositions in the corners of bifurcations [44]. This latter recent study, paired with simulation results [45] and dedicated experiments [46], emphasizes the role of red cells’ adhesion, with each other and with the endothelium, in the SCD vaso-occlusion phenomenon. A semi-empirical, two-phase model was recently developed to describe the hydrodynamics of a vaso-occlusion [47]. However, the multi-cell dynamics determining the initiation and location of occlusive events largely remain unknown. And to our knowledge, vaso-occlusions in an entire network of channels have not been investigated.

There are still significant efforts to be made in experimental, theoretical and computational research to predict the formation of single-channel vaso-occlusions, from the interplay of blood cells’ mechanics, adhesion, and geometry. Parallel to these biologically-motivated questions, there is a growing interest within the soft matter physics community to understand clogging of colloidal suspension flowing in microchannels and constrictions [48-50].
The tools and models developed to assess these may provide a promising avenue to study the probabilistic physics of channel vaso-occlusion. But a single occluded segment in the microcirculation is unlikely to be harmful, if the whole microvascular network remains unaffected. Thereby, the large-scale dynamics of global network failure should also be questioned. For example, it is known that the robustness of tree-like networks against failure is lower than the one of loop-structured transportation networks [51]. These different topologies are present in the body microcirculation [52], and such observations may be particularly relevant when tackling vaso-occlusions in entire microvascular networks.

4. Fluid Dynamics of Disease Transmission and Health by Lydia Bourouiba

In humans or animals, infectious disease transmission might occur through direct contact with an infected individual, or it might occur through contact with or inhalation of smaller droplets containing pathogens. Populations (humans, animals, and plants) are complex multi-scale systems for which the mechanisms of small-scale pathogen transmission driving the large-scale population epidemic pattern remain poorly understood. While research in infectious diseases has made advances in understanding the cellular level microbiology of pathogen-host interactions, and the development of computational or mathematical models of spread of infectious disease at the population level, our understanding of the dynamics of disease transmission remains largely speculative.

There are two principal groups of classical mathematical models of disease spread. First, compartmental models assume homogeneously mixed groups (classified as infectious, susceptible or exposed) interacting with each other through contact [53-56]. Second, network models represent populations, communities, hospitals, or individuals as vertices connected to the network by static or dynamic edges that model contact [56]. More recently, complexities such as
heterogeneity and individual variability have been explored thanks to the more powerful computers (e.g. individual-based models). Despite these advances, there remains a major gap in understanding fundamental processes of disease transmission from a mechanistic point of view. Filling this gap is essential to constructing a robust bottom-up multi-scale description of diseases epidemiology.

For example, the literature remains undecided as to the relative importance of long-range airborne transmission and short-range large droplet transmission for many diseases, including SARS, avian influenza, whooping cough, or Ebola [59-64]. In short, basic mechanisms governing the mode of acquisition and potential cross-infection of some deadly diseases remain very poorly understood. In fact, a critical gap in our mechanistic understanding of disease spread remains at the *mesoscopic scale*, namely the transmission and contact modes between the individual host and the susceptible target. We simply do not know how pathogens actually transfer form one host to the next: *How do the dynamics of emission (shedding) of the pathogen from the host relate to the mode of transmission to the next host? How can the physical processes shaping the pathogen-host, the pathogen-environment, and the pathogen-susceptible interactions be linked to the spreading pattern at the population level?*

Fluid dynamics can play a critical role in understanding these steps at the *mesoscale* between large population scales and small molecular or microbiology scale. This becomes clear when one considers that peer-to-peer transmission and contact modes (regardless of the type of species or population) involve complex interactions between the pathogen and a fluid phase, such as droplets or multiphase clouds.

Consider how sneezing, coughing, and even breathing can transform an infectious patient into a potent source of bacteria and viruses, as most airborne bacteria and viruses reside in or on droplets. Recent visualizations of the fluid dynamics of the emissions from sneezes and coughs [67,68] enabled direct quantification of these processes [58] (e.g., Figs. 4.1 & 4.2a). A key finding of these experiments and their associated theoretical modeling and validation via the use of a physical fluid dynamics model is that the ejecta consists of a multiphase cloud in addition to the well understood ballistic large-droplet emissions. The combined clinical observation to fluid dynamics modeling led to a significant insight in the context of disease transmission: the multiphase cloud dynamics allows the small droplets to travel much farther (a factor of 200 in
range) than was previously appreciated for small-droplet ejections.

Although initial insights are starting to be gathered (e.g., Fig. 4.2c-d) [66], additional flow visualization methods and experimental, numerical, and theoretical fluid dynamics tools are needed to rationalize the process of creation of the droplets emitted during violent expirations. Recent studies aimed at measuring the size distribution of droplets emitted by various respiratory functions, such as coughing or sneezing [70-72]. However, for most diseases, no consensus on the drop distribution can be found. The discrepancy between reported data poses a basic impediment to the modeling of respiratory disease transmission, particularly in confined environments such as hospitals and airplanes [59,73,74].

Inside the respiratory tract, previous studies focused on the transport of respiratory gases in the respiratory tract, including the role of flow curvature, secondary flows in bifurcating tubes, and the importance of heat and water exchange within the respiratory tract [75]. Another focus has been directed towards understanding the deposition of droplets and solid particles in the respiratory tract [e.g. 75-78], as arises during inhalation of pathogen-laden droplets. Here too, the influence of droplet size on its efficacy of transport within the airway networks remains poorly understood. An improved model of the interaction of the turbulent flow in the airway system and suspended droplets and particles is another important frontier.

Although most attempts at tackling the important problems above appear to have focused on the intersection of fluid dynamics and respiratory infectious diseases in humans, other problems at the intersection of fluid dynamics and infectious diseases require attention. Indeed, a rich class of fluid dynamics problems involving complex or turbulent flows can provide insight in transmission as it applies to coughs or sneezes in humans, but also in animal models, or in the larger context of chain of transmission in health facilities from plumes of infected individuals [58, 59, 66, 68, 73, 74, 80–84]. A class of fluid dynamics problems that involve fluid-structure interactions and also dispersal questions can shed light on important problems of contamination from infected produce or plants. These include rain-induced foliar disease transmission creating contaminated droplets that can deposit or spread via turbulent
airflows to new plant hosts in agricultural fields (e.g., Fig. 4.3) [69, 85-87]. Finally, a rich class of problems involving interfacial flows can help shed light on waterborne pathogens or contaminants from waste waters that become suspended in the air in the form of droplets and droplet residues thanks to interfacial phenomenas of destabilization and droplet creation as shown in Fig. 4.2b and Fig. 4.4 [65, 79, 88-90]. The range of problems cited in this section involve flows at various scales and of various complexities and can appear distinct; however, they share essential common features in their contribution to the chain of pathogen transmission between hosts of a population. A vision and focus on the development of the emerging field of fluid dynamics of disease transmission will be necessary to tackle these important problems and root infectious disease prevention in the physical sciences that integrate clinical, physical, and mathematical tools to extract deep physical understanding and new principles governing infectious disease spread at the mesoscale where fluids are ubiquitous.

5. **Respiratory flows in the deep pulmonary airways** by Josué Sznitman

The past 25 years have witnessed a profound reshaping of our understanding of the respiratory fluid mechanics describing the acinar region of the lung. This region is made of hundreds of millions of sub-millimeter gas-exchange units (alveoli) characterized by low-Reynolds-number airflows. Historically, convective acinar flows first drew little attention since research was mostly driven by studies on gas (i.e. oxygen) transport and mixing [91]. Until the 1980s, low-Reynolds-number airflows in the distal regions of the lung were widely thought to be kinematically reversible with little flow-induced mixing [92]. In turn, for fine aerosols with little intrinsic motion (e.g., sedimentation, diffusion), the adopted view was that most inhaled particles would be exhaled without mixing with residual gas, leading to negligible deposition within the acinus. This classic interpretation was, however, revisited after the seminal work of Heyder et al. (1988) who demonstrated with bolus studies in subjects that non-diffusing inhaled particles do in fact mix significantly with residual alveolar gas [93], such that convective mixing can occur in the lung periphery. This shift of paradigm combined with a rising concern to determine the fate of inhaled aerosols given their potential health risks or value as a therapeutic tool has led to a
resurgence of interest to unveil the complex nature of respiratory airflows in the pulmonary acinus.

Computational and experimental studies have contributed to improving our understanding of acinar flows and their intrinsic complexity over the past decade [94]. These have led to detailed characterizations of alveolar flow patterns (e.g. the existence of recirculating flows) and their implications for localized aerosol transport and deposition. Namely, it is acknowledged that inhaled particles ranging in size from 1 nm to 10 µm are able to reach and deposit in the deep alveolated regions of the lungs [95]. While larger particles deposited in the acinus are overwhelmingly captured by sedimentation alone, a detailed knowledge of acinar fluid mechanics has helped illuminate our physical understanding of aerosol mixing of fine (<1 µm) particles in the deep lungs.

To date, however, numerical studies have focused mainly on micron-sized particles whose deposition is governed foremost by sedimentation, thereby capturing only a small fraction of the broad range of aerosols accessing the acinar region. In particular, most studies have entirely discarded the local acinar transport dynamics of inhaled ultrafine particles (<100 nm) affected by diffusion and convection. Our efforts in this area, using computational fluid dynamics (CFD) simulations (Fig. 5.1), have aimed to reconcile our understanding of the physics governing the transport characteristics of particle sizes spanning three orders of magnitude (10 nm to 5 µm), covering all main transport mechanisms (i.e. diffusive, convective and gravitational aerosol motion). By characterizing the deposition patterns as a function of particle size across a multi-generational acinar network, our numerical models [96] underline how submicron particles reach deep into the acinar structure and are prone to deposit near alveolar openings. Our findings

![Figure 5.1: CFD simulations of acinar airflows and inhaled aerosol transport [96]. (A) Time-lapse sequence (1 breathing cycle τ=3 s) of inhaled 100 nm diameter particles in a 3D space-filling acinar domain (airborne vs. deposited). (B) Time-resolved kinematics of individual aerosols in an alveolar cavity according to particle diameter.](image-url)
highlight that a precise understanding of acinar aerosol transport, and ultrafine particles in particular, is contingent upon resolving the complex convective-diffusive mechanisms that determine their irreversible kinematics and local deposition sites.

Despite such progress, there remain still important gaps between the vast insight gathered through computational efforts relative to the few experimental validations and quantitative visualizations available on acinar flows. Importantly, there are no experimental visualization methods yet available to resolve particle dynamics in real lungs, in real time. As a result, experimental data on acinar deposition are generally unable to provide localized information of deposition sites but rely instead largely on regional deposition (e.g., alveolar region) obtained for example with inhaled boli techniques. Monitoring the transport of aerosols in air and the dynamics of their deposition in the alveolar tissue in particular, remains thus extremely challenging. To date, studying the movement of these particles in vivo using medical imaging modalities is limited [97], and thus quantitative assessments of aerosol transport in the acinus has remained somewhat a “black box.” Our group has recently developed a microfluidic platform, coined acinus-on-chip, which represents the first in vitro diagnostic tool enabling quantitative monitoring of the dynamics of inhaled aerosols directly at the acinar scales [98,99]. The life-size model lung allows, for the first time, direct and time-resolved observations of airborne particle trajectories and their patterns of deposition in alveoli. The innovative microfluidic model comprises a ramified network of minute air ducts approximately 100 microns wide, with small

![Microfluidic exposure cell](image)

**Figure 5.2:** Microfluidic models of an acinus-on-chip [99]. (A) Multi-layered platform for inhaled aerosol exposure assays featuring (B) a multi-generation true-scale breathing acinar tree (moving walls). (C) Quantitative and time-resolved flow visualization at the meso- (tree) and microscale (alveoli). (D) Deposition patterns of inhaled nanoparticles (100 nm) following a breathing exposure assay (Inset: time-resolved aerosol trajectories in an alveolus).
craters mimicking alveolar structures (Fig. 5.2). The walls of the system are actuated to expand and contract, mimicking physiological lung breathing. The model is expected to help give insight into the behavior of ‘bad’ inhaled particles (pollution) as well as ‘good’ therapeutic aerosols. Our in vitro model may reduce future needs for animal testing in the study of inhaled aerosols in the lungs.

Computational efforts will continue playing a critical, if not growing, role in addressing questions that may remain cumbersome for experiments, even with the advent of microfluidic platforms. For instance, there remains a dearth of knowledge on inhaled aerosol transport at mesoscale levels (e.g., within entire acini) and namely, on how to bridge our understanding of detailed acinar deposition in a single alveolus with predictions across the entire lung parenchyma. With increasing computational capabilities, these points will be addressed in the years to come.
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