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Examples of Big Data Sources
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Google Data Centers

  Engineered for maximum
 modularity & power
 efficiency

  Container: 1160 servers,
 250KW

  Server: 2 disks, 2 processors
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Why So Much Data?
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Oceans of Data, Skinny Pipes

Seagate Barracuda 115 2.3 hours
Seagate Cheetah 125 2.2 hours

Home Internet < 0.625 > 18.5 days
Gigabit Ethernet < 125 > 2.2 hours

PSC Teragrid 
Connection

< 3,750 > 4.4 minutes
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Data-Intensive System Challenge
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Is This Cloud Computing?
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Desiderata for DISC Systems
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Typical HPC Operation
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Map/Reduce Programming Model

  Map computation across many objects
  E.g., 1010 Internet web pages

  Aggregate results in many different ways
  System deals with issues of resource allocation & reliability
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Map/Reduce Operation
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Map/Reduce Fault Tolerance
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System Comparison: Data

  Data stored in separate repository
  No support for collection or 

management
  Brought into system for 

computation
  Time consuming
  Limits interactivity

  System collects and 
maintains data
  Shared, active data set

  Computation collocated with 
storage
  Faster access 

System System 

DISC Conventional HPC 
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System Comparison: 
Programming Models

   Programs described at very 
low level
  Specify detailed control of 

processing & communications
  Rely on small number of 

software packages
  Written by specialists
  Limits classes of problems & 

solution methods

  Application programs 
written in terms of high-level 
operations on data

  Runtime system controls 
scheduling, load balancing, 
…

Conventional HPC 
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System Comparison: Reliability

DISC Conventional HPC 



– 17 –

Compare to Database Technology

“Find the average number of
 items purchased by shoppers
 using promotion code 58937” 
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Simplistic Comparison



– 19 –

DBMS : Map/Reduce Convergence
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Getting Started
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Access to Hardware
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(Potential) Impact on Science


