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I ntr oduction
Goal

The science of learning is the scientific study of how people learn. For more than
100 years, researchers have been taking a scientific approach to understanding how
learning works--with early examples being Ebbinghaus' s (1964) classic studies in 1885
of how people learned and remembered lists of nonsense syllables or Thorndike' s (1911)
classic studiesin 1899 of how hungry cats and dogs learned to escape from a puzzle box.
Within the past 50 years, cognitive approaches based on research with humans have come
to dominate the study of learning, and within the past 30 years, research on learning
increasingly has been carried out with educational ly relevant materials and within
educationally relevant contexts. The goal of thisreport is to explore whether the science
of learning has produced a core set of general cognitive principlesthat are relevant to
undergraduate science education. In short, the goa isto apply the science of learning to
undergraduate science education.

History

The relation between psychology and education has been arocky road over the
past 100 years consisting of three main segments:. (a) aone-way street, in the early 1900s,
in which basic researchers sought to create a science of learning and educators were
supposed to apply it; (b) a dead-end street, in the mid-1900s, in which basic researchers
created a science of learning based on contrived learning situations that had little
relevance for educational practice and educators created instructional practices that were
unrelated to learning theory; and (c) atwo-way street, in the later 1900s and beyond, in
which researchers test learning principles in authentic learning situations and educators
use evidence-based instructional principlesthat are grounded in learning theory (Mayer,
2010). Thetwo-way street has been the most productive relationship between
psychology and education, because education challenges psychologists to build learning
theories that apply to real learning situations and psychology challenges educatorsto use
instructional methods that are consistent with how people learn.

Rationale

What is the proper relation between the science of learning, which seeks to
understand the basic theoretical question of how learning works, and the science of
instruction, which seeks to address the applied practical question of how to design
instruction that works? A common view isto see theoretical (or basic) research and
practical (or applied) research as two opposite ends of a continuum, but the continuum
metaphor is somewhat unproductive because it leads to aone-way street or dead-end
street approach. Figure 1 (adapted from Stokes, 1997) presents a more productive
conception of the relation between practical and theoretical research goals, in which a
researcher can have one of four combinations of goals: (a) no practical goal and no
theoretical goal, which can be called poor research; (b) atheoretical goal but no practical
goal, which can be called pure basic research; (c) a practical goal but no theoretical goal,
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which can be called pure applied research; and (d) atheoretical goal and a practical goal,
which can be called “use-inspired basic research” (Stokes, 1997) or “basic research on
applied problems” (Mayer, 2010). This report focuses on this fourth quadrant in which
researchers have overlapping goals of contributing to both the science of learning and the
science of instruction, as this has proven to be a productive approach for both learning
theory and educational practice.

FIGURE 1
What Does L ear ning Science Have to Offer?

What does cognitive science have to offer anyone who is interested in improving
undergraduate science education? Three main contributions of cognitive science that are
relevant to education are a focus on:
cognitive r epr esentations-Knowledge is at the heart of learning and instruction
because the goal of instruction isto cause a change in the learner’ s knowledge.
Cognitive science of fers ways of describing and measuring the learner’ s knowledge
(or cognitive representations).

cognitive processes-Cognitive processing is the key to learning and includes
attending to relevant incoming material, mentally organizing it into a coherent
structure, and integrating it with relevant prior knowledge. Cognitive science offers
ways of describing and measuring cognitive processes during learning.

the human information processing system--Knowledge construction and cognitive

processing take place within the learner’ s information processing system. Cognitive
science offers a description of the architecture of the human information processing
System.
Overall, advances in cognitive science are highly relevant to the task of applying the
science of learning to education.

Several related contributions of cognitive science that are relevant to science
education are a focus on:

the role of domain specific knowledge--Building on research in expertise, a
consistent theme in cognitive science is that some knowledge and skills are domain
specific, so that knowledge and skills that support performance in one school subject
may not be relevant to another. This contribution leads to afocus on psychologies of
subject matter, that is, understanding how people learn in different subject areas such
as reading, writing, mathematics, science, and history (Mayer, 2004a, 2008).

the role of cognitive strategies-Another theme is that successful performance on
complex tasks requires cognitive strategies, including strategies for devising a plan.
This contribution leads to focus on cognitive strategy instruction (Pressley &
Woloshyn, 1995).

metacognition and motivation--Another highly relevant theme isthat effective
learning depends on learners’ awareness and control over their learning processes
(i.e.,, metacognition) and learners' effort to learn (i.e., motivation). This contribution
leads to afocus on metacognition (Hacker, Dunlosky, & Graesser, 2009) and
motivation (Wentzel & Wigfield, 2009) in learning.
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multimedia--A final theme is that people have separate information processing
systems for words and pictures. This contribution leads to afocus on multimedia
learning that adds visualizations to verbal material (Mayer, 2009).
Overall, cognitive science contributes to core issues in undergraduate science education
including the role of prior knowledge in learning (including the learner’ s preconceptions),
the nature of constructing mental models during learning (including conceptual change),
and teaching skills for scientific reasoning and scientific argumentation.

What Are Obstaclesto Applying the Science of L ear ning to Science Education?

The current state of the field of research on science education is somewhat
contentious, fragmented, and in some cases, lacking in methodological rigor. These
disagreements can subject the field to the threat of becoming driven by ideology rather
than evidence.

First, there are curricul ar disagreements about what counts as science education,
such as whether students should acquire scientific information, conceptual understanding
of key models and concepts, or how to engage in scientific reasoning and argumentation.
A reasonable solution is to propose that proficient performance on most scientific tasks
requires a collection of competencies including basic knowledge, conceptual knowledge,
procedural knowledge, strategic knowledge, and productive beliefs.

Second, there are instructional disagreements over whether students should be
taught using direct instruction, guided exploration, or pure discovery and open
discussion. A reasonable solution isto base instructional decisions on research evidence
and a cognitive theory of theory of how people learn, in which case pure discovery would
not be recommended as an effective instructional method for novices.

Third, there are philosophy of science disagreements concerning what counts as
research in science education, with some sides focusing on ideological approaches, and
others disagreeing over the role of qualitative versus quantitative measures and
observational versus experimental methodology. Critics claim that some educational
research is of low scientific quality and that some educational researchers lack adequate
training in educational research methodology (Phye, Robinson, & Levin, 2005). A
reasonabl e solution is to select rigorous scientific research methods that suit the research
guestion rather that to base research approaches on ideology. When the goal isto
determine the effect of an instructional method on student learning, experimental
methods are called for (Shavelson & Towne, 2002). What is needed is high-quality
research that addresses important theoretical and practical issues.

Introduction to Applying the Science of L earning to Science Education

Isthere a core set of general learning principles that are relevant to undergraduate
science education? This section explores how to apply to the science of learning to
science education (as described in Mayer, 2010), and is broken down into three
complementary topics: how learning works (i.e., the science of learning), how instruction
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works (i.e., the science of instruction), and how assessment works (i.e., the science of
assessment).

Science of Learning

The science of learning isthe scientific study of how people learn. The goal of
the science of learning is aresearch-based model of how learning works.

Learning isachange in the learner’ s knowledge attributable to the learner’ s
experience. A change inthe learner’ s knowledge can be inferred from a change in the
learner’ s behavior.

During the past 100-plus years, the science of learning has produced three distinct
models of how learning works-{earning as response strengthening, learning as
information acquisition, and learning as knowledge construction (Mayer, 2010). Inthe
response-strengthening model, which developed in the early 1900s, learning involves
strengthening and weakening of associations so the teacher’ srole isto dispense rewards
and punishments, the learner’ srole is to receive rewards and punishments, and a typical
instruction method is drill and practice. In the information-acquisition model, which
developed in the mid-1900s, learning involves adding information to memory, so the
teacher isadispenser of information, the student is arecipient of information, and a
typical instructional method is lecturing. In the knowledge-construction model, which
developed in the late 1900s, learning involves building mental representations, so the
teacher is acognitive guide, the learner is a sense maker, and atypical instructional
method is guided discovery. A possible fourth model of learning is social knowledge
construction, which posits that knowledge construction is facilitated by (or depends on)
social interaction so atypical instructional method is group discussion and activity.
Although all models have an influence on current educational practices, my focusin this
report is on knowledge construction because it is today’ s dominant view in educational

psychology.

Figure 2 shows a model of how learning worksthat is based on three basic
principles from cognitive science: (a)dual channels principle--people have separate
channels for processing verbal (i.e., printed or spoken words) and visual material
(indicated by the two rowsin Figure 2); (b) limited capacity principle--people can
process only small amounts of material in each channel at one time (indicated by the
“working memory” box); (c)active learning principle--meaningful learning occurs when
|earners engage in appropriate cognitive processing during learning such as attending to
relevant incoming material, mentally organizing incoming information into a coherent
representation, and integrating it with relevant prior knowledge (indicated by the
selecting, organizing, and integrating arrows, respectively).

FIGURE 2

As can be seen, instructional experiences (shown on the left side) enter sensory
memory through learner’ s eyes and/or ears. If the learner attends to the fleeting sensory
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input some of the words and pictures are transferred to working memory for further
processing as indicated by the “selecting” arrows. In working memory, the learner can
mentally organize the incoming verbal material into averbal model and organize the
incoming visual material into apictorial model as indicated by the “organizing” arrows.
Finally, the learner can integrate the verbal and pictorial models with each other and with
knowledge activated from long-term memory, as indicated by the “integrating” arrows.

In addition, motivation and metacognition play essential rolesin learning (Hacker,
Dunlosky, & Graesser, 2009; Wentzel & Wigfield, 2009). Motivation isan internal state
of the learner that initiates and maintains goal directed behavior, such as effort to learn
(Mayer, 2010). Five conceptions of how motivation works are: (a) inter est--people work
harder to learn material that has personal value to them; (b) beliefs--people work harder
to learn when they believe their efforts will be effective; (cpttributions--people work
harder to learn when they attribute their successes and failuresto effort rather than
ability; (d) goals--people try harder to learn when their goal isto master the material; and
(e) partnership--people try harder to learn when they view their instructor as a someone
who cares about them. In short, learners must be motivated to engage in the cognitive
processes shown in Figure 2.

Metacognition is the learner’ s awareness and control of cognitive processing
during learning. For example, comprehension monitoring is alearner’ s awareness of how
well he or she understands a lesson. In Figure 2, metacognitive skill is needed to
coordinate the cognitive processing required for meaningful learning.

Science of I nstruction

The science of instruction isthe scientific study of how to help people learn. The
goal of the science of instruction is a set of evidence-based principles for how to design
effective instructional methods.

Instruction is the instructor’ s manipulation of the learner’ s environment in order
to foster learning. Instruction affectsthe learner’ s experience, which in turn affects the
knowledge that is learned, which can be eval uated by observing the learner’ s
performance.

Sound instructional design begins with aclear statement of the instructional
objective. Aninstructional objective isadescription of the intended change in the
learner, and includes a description of (a) what is learned, (b) how it isused, and (c) how
to evaluate the learner’ s performance.

Knowledge is at the heart of learning of instruction, because the goal of
instruction isto promote achange in the learner’ s knowledge. Research in cognitive
science has identified five kinds of knowledgefacts--factual knowledge about the world,;
concepts--categories, schemas, models, or principl es; procedur es-step-by-step processes;
strategies--general approaches; and beliefs--thoughts about learning (Anderson et al.,
2001; Mayer, 2010).
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Based on the model of learning presented in Figure 2, instructional designers
should be sensitive to three kinds of demands on the learner’ s limited cognitive capacity
during learning: extraneous processing--cognitive processing during learning that does
not support the instructional object and may be caused by poor instructional design or
poor learner strategies; essential processing--basic cognitive processing during learning
aimed at mentally representing the presented material (i.e., selecting in Figure 2) and that
depends on the complexity of the essential material in the lessongenerative processing--
deep cognitive processing during learning (i.e, organizing and integrating in Figure 2)
that are caused by the learner’ s motivation to make an effort to learn (Mayer, 2009,

2010). Thismodel isderived and adapted from Sweller’ s (1999) cognitive load theory.

Figure 3 summarizes three instructional scenarios concerning the three demands
on cognitive capacity. In theextraneous overload situation, the learner uses so much
cognitive capacity during learning that there is not enough cognitive capacity |eft over for
the essential and generative processing that is required for the learner. The solution isto
design instruction in ways that reduce extraneous processing, thereby freeing up
cognitive capacity that can be used for essential and generative processing. Inthe
essential overload situation, although extraneous processing has been minimized, the
amount of essential processing required for learning exceeds the learner’ s cognitive
capacity. The solution isto design instruction in ways that manage essential processing.
In the generative under utilization situation, the learner has cognitive capacity available
but opts not to use it for generative processing. The solution isto design instruction in
ways that foster generative processing. In the upcoming section on research-based
instructional principles, the principles are organized by whether they are intended to
reduce extraneous processing, manage essential processing, or foster generative
processing.

FIGURE 3
Science of Assessment

The science of assessment is the scientific study of how to determine what people
know (Pellegrino, Chudowsky, & Glaser, 2001). The goal of the science of assessment is
to develop valid and reliable instruments for assessing learning outcomes (as well as
learning processing and learning capabilities).

Assessment may take place: (a) before instruction (i.e., pre-assessment) to
determine the characteristics of the learner in order to plan appropriate instruction; (b)
during instruction (i.e., formative assessment) to determine what the learner islearning in
order to adjust ongoing instruction; and (c) after instruction (i.e., summative assessment)
to document student learning in order to support program revision and accountability
(Mayer, 2010).

Research on instructional effectiveness can focus on three kinds of issues: (a)
determining whether an instructional method causes learning (i.e., what works?) using
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experimental comparison; (b) determining whether an instructional method works better
for certain kinds of learners, instructional objectives, or learning environments (i.e., when
does it work?) using factorial experimental comparison; and (c) determining the
mechanisms underlying the effectiveness of the method (i.e., how does it work?) using
observational analysis, interview, or questionnaire techniques. There is consensus among
educational researchers that experimental methods are best suited for determining casual
effects of instruction (Pellegrino, Chudowsky, & Glaser, 2001; Shavelson & Towne,
2002). The most common metric for evaluating instructional effectivenessin
experimental comparisons is effect size, such as Cohen’ &l (Cohen, 1988), which is
computed by subtracting the mean test score of the control group from the mean test

score of the treatment group and dividing by the pooled standard deviation. Hattie (2009)
proposed that an effect size greater than d = .4 is educational ly important, and Cohen
(1988) classified anything aboved = .8 asalarge effect, d = .5 asamedium effect, andd
=.2asasmall effect.

Two major types of tests are retention tests, which evaluate the learner’ srecall or
recognition of the material (i.e., remembering), and transfer tests, which evaluate the
learner’ s use of the material in anew situation (i.e., understanding). Figure 4 summarizes
three kinds of learning outcomes that can be detected using retention and transfer tests:

(a) no learning, in which students perform poorly on retention and transfer tests; (b) rote
learning, in which students perform well on retention tests and poorly on transfer tests;
and (c) meaningful learning, in which students perform well on retention and transfer
tests. When the goal of instruction is to promote meaningful learning, learning outcome
measures should include measures of transfer.

FIGURE 4
Instructional T echniquesthat ImproveLearning

Isthere a core set of instructional principles relevant to undergraduate science
education? This section briefly summarizes evidence-based instructional technigues and
study techniques that have been shown to improve learning and that are relevant to the
design of science instruction. The techniques are drawn from several recent summaries
of successful instructional principles: areport commissioned by the Association of
Psychological Science entitled,25 Principles of Learning (Halpern, Graesser, & Hakel,
2007); areport commissioned by the Institute of Education Sciences entitled,Organizing
Instruction and Study to Improve Student Learning (Pashler, et al., 2007); and two books
summarizing instructional design principles for multimedia learning entitledyiultimedia
Learning (Mayer, 2009) and The Cambridge Handbook of Multimedia Learning (Mayer,
2005).

Design T echniquesfor Reducing Extraneous Pr ocessing
The rationale for the first set of principlesisthat sudents have limited capacity

for cognitive processing during learning. Consider a situation where poor instructional
design causes the learner to use precious processing capacity to engage in extraneous
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processing during learning. When large amounts of the learner’ s limited capacity are
used for extraneous processi ng--cognitive processing that does not serve the instructional
goal--there may not be sufficient remaining capacity for essential and generative
processi ng--cognitive processing needed to mentally represent, organize, and integrate
the relevant material. It follows that an important instructional goal isto reduce
extraneous processing. Three techniques for reducing extraneous processing are the
coherence principle, the signaling principle, and the contiguity principle.

Coherence principle. The coherence principleisthat people learn better when
extraneous material is excluded from alesson rather than included. Across 14
experimental comparisons carried out in our lab, students performed better on transfer
tests after learning from concise versions of science lessons rather than from identical
versions that added interesting but irrelevant words, pictures, background music, or video
clips, or unneeded words or symbols, with a median effect size ofd = 0.97 (Mayer,

2009). Therationale for the coherence principleisthat if learners use their cognitive
capacity to process extraneous material in the lesson, they may not have sufficient
remaining capacity to engage in essential and generative processing of the essential
material in the lesson.

For example, consider Figure 5, which attempts to explain the process of
photosynthesis. It contains so many technical terms, lines, arrows, and boxes that a
novice learner would easily become overwhelmed. Similarly, Figure 6’ s depiction of the
water cycle containsrealistic color drawings of ocean, land, and mountains along with
many different kinds of arrows and terms, but the novice learner may be distracted by the
irrelevant details in the graphics. When the goal isto help anovice learner understand
the main stepsin a scientific system, the solution is to present a graphic that contains only
the names of key steps in the to-be-learned process, uses the same simple kinds of arrows
throughout, and presents key elements as uncomplicated line drawings.

FIGURE 5
FIGURE 6

The coherence principle also calls for redesigning textbooks and online lessons by
reducing the number of interesting but irrelevant graphics such as photos and cartoons,
interesting but irrelevant text, such as anecdotes; eliminating gratuitous use of many
different colors, font styles, and font sizes; and cutting unnecessary mathematical
notation. According to the coherence principle, only material that is directly needed for
achieving the instructional goal should be included.

In a broader context, college textbooks and courses can be encyclopedic in their
coverage, with many different concepts presented briefly without enough depth to foster
deep understanding. It is not uncommon for atextbook to run 800 or 1000 pages or
more. The goal appears to be to cover material rather than to help students master the
basic conceptual models of the science. According to the coherence principle, a more
productive strategy would be to limit the number of instructional objectives somewhat,
with afocus on afew central conceptual models that are covered in some depth.
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Signaling principle. The signaling principleisthat people learn better when cues
that highlight the organization of the essential material are added to alesson. Signaling
includes adding an outline, headings keyed to the outline, and pointer words to highlight
the lesson’ s organization, aswell asusing italics, color, or spacing to highlight essential
material in the lesson. Across six experimental comparisons carried out in our lab,
students performed better on atransfer test after learning from asignaled version of a
science lesson rather than a nonsignaled version, with a median effect size ofl = 0.52
(Mayer, 2009). Therationale for the signaling principle is that appropriate cues can
direct the learner’ s attention away from extraneous material and thereby reduce
extraneous processing during learning.

For example, consider alesson on reproductive barriers, such as partially shown
in the text on the left side of Figure 7. Thetext contains alot of information so the
novice learner may not know what to attend to. By adding the graphic organizer in the
upper right side of the page, no new information is presented but the essential material is
highlighted and spatially organized for the learner. Other waysto signal the essential
material in alesson are to begin the lesson with a statement of the instructional objective
of the lesson or atest question that can be answered by studying the lesson (Mayer,
2008). Most undergraduate science textbooks use signaling devices, but their use could
be improved by (a) keeping outlines short and simple, (b) using parallel constructions for
elements at the same level of the outline, and (¢) presenting appropriate and clear pre-
guestions or instructional objective statements.

FIGURE 7

Contiguity principle. The contiguity principle is that people learn better from a
lesson when corresponding printed words and graphics are presented near each other on
the page or screen. Across five experimental comparisons carried out in our lab, students
performed better on atransfer test after learning from alesson in which printed text was
placed next to the corresponding part of the graphic rather than as a caption or in the
body of the text, with a median effect size ofd = 1.12 (Mayer, 2009). Inamore
comprehensive review involving 37 experimental comparisons, Ginns (2006) found an
average effect size of d = 0.72 favoring integrated presentation rather than separated
presentation. The rationale for the contiguity principle (also called the spatial contiguity
principle) isthat separated presentation causes the learner to have to scan back and forth
between the words in the caption (or words in body of the text) and the corresponding
part of the graphic, thereby creating extraneous processing. When printed text is placed
next to the corresponding part the graphic, the need for visual searching is reduced and
|earners can spend more cognitive resources mentally integrating corresponding words
and pictures--an important cognitive process in meaningful learning.

For example, in Figure 8, the graphic depicting the digestive system is physically
separated from the caption describing the digestive process in words. A solution isto
place each clause next to the appropriate part of the graphic (perhaps linked by alight
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line). The contiguity principle applies to books, online presentations, and face-to-face
presentations with slides.

FIGURE 8
Design T echniquesfor Managing Essential Processing

The rationale for the second set of principlesisthat students' limited capacity for
processing information during learning may be overloaded when the to-be-learned
material istoo complex for them. Consider asituation in which the lesson iswell
designed so that extraneous processing is minimized, but the to-be-learned material is so
complex for the learner that the amount of required essential and generative processing
exceeds the learner’ s cognitive processing capacity. In thissituation, it is not appropriate
to cut material from the lesson, because the lesson consists of only essential material.
Instead, the situation calls for techniques to manage essential processing--that is,
techniques that help learners process the complex material within their limited-capacity
processing system. Three techniques for managing essential processing are the
segmenting principle, the pretraining principle, and the modality principle.

Segmenting principle. The segmenting principleisthat people learn better when
a complex continuous lesson is broken into separate segments. Examples include
breaking a complex figure into two or more smaller figures dealing with different parts of
the original one; presenting one graphic at atime rather than putting multiple graphicsin
the same figure (or having multiple windows on the screen); or breaking a continuous
presentation into short chunks that can be paced by the learner. In three experimental
comparisons carried out in our lab, students performed better on atransfer test after
receiving a segmented |esson rather than a continuous one, with a median effect size ofd
=0.98 (Mayer, 2009). Therationale for the segmenting principle is that the learner’ s
working memory isless likely to be overloaded with essential processing when the
essential material is presented in bite-size chunks rather than as a whole continuous
lesson.

For example, in alesson on gas laws in physics, a graphic might show asingle
graph demonstrating both Charles’ Law and Boyles' Law--with two different lines and
two different y-axes. According to the segmenting principle, essential cognitive
processing could be better managed by presenting graphs for each law successively rather
than all in one frame. Similarly, in alesson on the Hjulstrom curve (as shown in Figure
9), novice learners are better able to understand the graphic if each of the three processes
(erosion, transportation, and disposition) are presented successively. As another
example, in alesson showing the four stepsin how a neuron fires, it might be better to
show four frames--one for each step within the neuron--than to try to give an explanation
using just asingle frame showing the neuron. In abroader context, the segmenting
principle calls for breaking alarge lesson into a series of smaller manageable parts and
making sure the learner masters one part before moving on to the next.

FIGURE 9
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Pretraining principle. The pretraining principle isthat people learn better when
a complex continuous lesson is preceded by training in the names and characteristics of
the main concepts. In five experimental comparisons conducted in our lab, students who
received pretraining performed better on transfer tests than did students who received the
same lesson without pretraining, yielding a median effect size ol = 0.85 (Mayer, 2009).
The rationale is that when students are given a complicated lesson that explains how a
complex system works, for example, they may concentrate on learning the names and
characteristics of the key elements in the system (i.e., building a “component models”).
This form of essential processing may use up so much processing capacity than thereis
not enough remaining capacity to allow the learner to see the relations among the
elements (i.e., building a“causal model”) which isthe main goal of the lesson.

For example, in anarrated animation showing how a car’ s braking system works,
students must learn how a change in one part (e.g., a piston moves forward in the master
cylinder) causes a change in another part (e.g., an increase in fluid pressure in the brake
tube). However, if alearner has to focus attention on trying to understand what a piston
is, then less cognitive capacity is available for building an overall causal model of the
braking system. If the learner receives a pre-lesson that shows the location of each key
part in the braking system and shows the behavior of each part, such asin Figure 10, then
during the main lesson the learner can focus more on the causal links necessary for
understanding how a braking system works. The pretraining contains exactly the same
information as in the main lesson, but allows the learner to digest some of the basic
material--about names and characteristics of main parts--before seeing the main lesson.
Similarly, in alesson that showsthe four stepsin how aneuron fires, students would
understand the lesson better if they were already familiar with the key elements such as
dendrite, cell body, myelin sheath, and axon terminals.

FIGURE 10

Modality principle. The modality principleisthat people learn better from a
|esson contai ning words and graphics when the words are spoken rather than printed.
Across 17 experimental comparisons carried out in our lab, students performed better on
atransfer test when they received animation or afast-paced set of graphic slides
accompanied by narration rather than on-screen printed text, with amedian effect size of
d=1.02 (Mayer, 2009). In alarge-scale meta-analysisinvolving 39 experimental
comparisons, Ginns (2005) reported an average effect size ofd = 0.72 favoring the
modality principle. Important boundary conditions are that the modality principle may
not apply strongly when the material is not complex or is not fast-paced; additionally,
onscreen text may be helpful when the words are technical, unfamiliar, or not in the
learner’ sfirst language (Mayer, 2009).

The rationale for the modality principle is that when alesson consists of onscreen
text and graphics learners must split their visual attention between the words and the
graphics. When they are looking at the words they may be missing part of graphic, and
when they are looking at the graphic they may be missing part of the verbal message.
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The solution isto of fload the verbal information onto the auditory channel by using
spoken text instead of printed text, effectively increasing the learner’ s processing

capacity.

For example, in alesson on how lightning storms develop, such as partially
shown in Figure 11, students view an animation that contains printed captions at the
bottom of the screen. However, if the lesson is fast paced and complex, the learner may
not be able to process all of the essential words and picturesin the visual channel. To
help manage essential processing, the captions can be removed and replaced with
simultaneous narration in which the same words are spoken rather than printed.

FIGURE 11
Design T echniquesfor Fostering Gener ative Processing

So far, we have explored techniques that reduce extraneous processing and
manage essential processing. These techniques allow usto create alearning situation in
which alesson iswell designed so that it successfully reduces extraneous processing and
manages essential processing for alearner. Inthis case the learner has sufficient
remaining cognitive capacity to engage in generative processing, but may choose not to
expend the effort to do so. The appropriate instructional goal for this situation is to foster
generative processing. Some techniques for fostering generative processing include the
personalization principle and the multimedia principle.

Personalization principle. The personalization principle isthat people learn
better when the words in alesson are presented in conversational style rather than formal
style. At aminimum, personalization involves using first and second person
constructions (e.g., using “1” and “you”) and may include adding brief self-revealing
comments intended to build rapport. 1n 11 experimental comparisons carried out in our
lab, students |earned better from lessons in which the words were in conversational style
rather than formal style, yielding a median effect size ofd = 1.11 (Mayer, 2009).

The rationale is based on social agency theory (Mayer, 2009) and media equation
theory (Nass & Brave, 2005; Reeves & Nass, 1996), which posit that people try harder to
make sense of a lesson when they feel they are in a social partnership with the instructor.
Using conversational style isintended to prime asocial stance in the learner and thereby
create the sense that the learner and instructor are in a conversation. Accordingly, people
exert effort to process the message more deeply--i.e., engage in generative processing--
when they feel they are in a conversation.

For example, in alesson on how the human respiratory system works such as
shown in Figure 12, learners may view an animation or aseries of slides while listening
to the following description: “There are three phases in respiration: inhaling, exchanging,
and exhaling. During inhaling, the diaphragm moves down, creating more space for the
lungs; air enters through the nose or mouth, moves down through the throat and bronchial
tubestotiny air sacsin the lungs...” In order to personalize the lesson, we can simply
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change “the” to “your” throughout the lesson so the narrator says “your lungs’ rather than
“the lungs,” for example.

FIGURE 12

A more intrusive form of personalization includes directly addressing the learner,
such as saying “I will be guiding you by giving out some hints’ rather than “ Some hints
are presented throughout the program.”  Another way to personalize a lesson isto use
polite wording of hints, such as* Should we pressthe ENTER key?” rather than “Press
the ENTER key.”

Multimedia principle. The multimedia principleisthat people learn better from
words and graphics than from words alone. In 11 experimental comparisons carried out
in our lab, students performed better on transfer tests when corresponding illustrations or
animations were added to averbal description of how amechanical or biological system
works, yielding a median effect size ofd = 1.39 (Mayer, 2009). Therationale isthat
students given multimedia lessons process more deeply by trying to make connections
between corresponding words and pictures. Multimedia lessons encourage and facilitate
the cognitive process of integrating words and pictures, which is the essence of
generative processing.

For example, consider the following words-only description of how abicycle tire
pump works: “Astherod is pulled out, air passes through the piston and fills the area
between the piston and the outlet valve. Astherod ispushed in, the inlet valve closes
and the piston forces air through the outlet valve.” In order, to create amultimedia
lesson, we can add two frames depi cting the state of the pump before and after pressing
the handle, as shown in Figure 13. Asyou can see, we have followed the contiguity
principle aswell by placing the words next to the corresponding part of the pump.

Adding picturesto words creates the strongest positive effects on deep understanding of
any of the principlestested, but not all graphics are equally effective. Designing effective
graphics is addressed in many of the other principles described in this report.

FIGURE 13

Additional principles. Some additional design principlesthat may be relevant to
fostering generative processing during learning are principles based on social cues such
asthe voice, image, and gesturing principles, and principles based on analogy such as
anchoring, concrete analogical model, and worked example principles.

The voice principle is that people learn better with onscreen agents in computer-
based lessons when narration is presented in a human voice rather than a machine voice
(Mayer, 2009). The gesturing principle isthat people learn better from onscreen agents
that display human-like gesturing and facial expression rather than no gesturing and no
facial expression (Lester, Towns, Callaway, V oerman, and Fitzgerald, 2000). The image
principleisthat people do not necessarily learn better when the static image of an
onscreen agent is presented onscreen (Mayer, 2009).
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The anchoring principleisthat people learn better when problems are presented in
arealistic context (Bransford, Brown, & Cocking, 1999). The concrete analogical model
principle isthat people learn better when a concrete analogical model isincluded (Mayer,
1989). The worked example principle isthat people learn better when practice on solving
problems is supplemented by worked examples showing each step in a problem solution
(Renkl, 2005).

Study T echniquesfor Fostering Gener ative Processing

In addition to redesigning instructional materials, learning can be improved by
priming the learner to engage in productive study strategies during learning. Some
evidence-based study strategies are the self-explanation principle, testing principle, and
generation principle.

Self-explanation principle. The self-explanation principle isthat people learn
better from a lesson when they spontaneously explain or are prompted to explain the
material during learning (Chi, Bassok, Lewis, & Reimann, 1989; Roy & Chi, 2005).
Across three experimental comparisons carried out in our lab, students who were
prompted to select an explanation from a menu for each decision in a science game
performed better on atransfer test than did students who did not self-explain, yielding a
median effect size ofd = 0.91 (Johnson & Mayer, 2010; Mayer & Johnson, 2010). Ina
broader review, Roy and Chi (2005) found strong evidence that students who were asked
to generate self-explanations as they read a lesson performed better on atransfer test than
did students who did not self-explain. Therationale is that self-explanation activity
encourages students to relate the incoming material with their relevant existing
knowledge (which we call integrating), or encourages students to relate one piece of the
incoming material to another (which we call organizing).

For example, in reading a science textbook, a student may be asked to explain the
material to herself asshereads. Asanother example, a student may be prompted at
various points to explain the material or to describe any inconsistencies or things that do
not make sense.

T esting principle. Thetesting principle isthat people learn better when they take
apractice test on the material rather than restudy it. For example, after receiving alesson
on how lightning storms develop, students may be asked to write an explanation or to
answer atransfer question (testing condition) or may simply receive the same lesson
again (control condition). In arecent study carried out in our lab using a science lesson,
students who received a lesson followed by a practice test performed better on a delayed
transfer test than did students who received the lesson twice, with an effect size ofd =
0.56 (Johnson & Mayer, 2009). In areview of research studies, Roediger and Karpicke
(2006) found strong evidence for the testing principle when the test involved retention of
the presented material. The rationale is that the cognitive activity of test taking helps
students reorganize material in ways that make it easier to access later.
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Generation principle. The generation principle isthat people learn better when
they are asked to elaborate on the presented material during learning. Generation
activities include writing a summary, creating an outline, drawing a picture, or producing
aquestion for agiven lesson. For example, we found that transfer performance was
improved when students are asked to produce summary notes on alecture (Peper &
Mayer, 1978, 1986) or to create a drawing corresponding to alesson (Schwamborn,
Mayer, Thillmann, Leopold, & Leutner, 2010). Inareview, Mayer and Wittrock (2006)
reported that generative activities such as these tended to improve student learning,
including performance on transfer tests. The rationale is that requiring students to
perform generative activities during learning encourages them to engage in the cognitive
processes of organizing and integrating incoming information--that is, the component
processes in generative processing.

Additional study principles. Two widely recognized study principles are the
guided discovery principle and the collaboration principle. The guided discovery
principle isthat novices learn better when they are given guidance asthey solve a
problem rather than no guidance (de Jong, 2005; Mayer, 2004b). A cautionary point is
that pure discovery methods in which novices are given minimal guidance have been
shown to be ineffective across many domains (Kirshner, Sweller, & Clark, 2006; Tobias
& Duffy, 2009).

The collaboration principle is that learning in groups is effective when students
who learn in groups receive group reward based on individual learning rather than
individual reward or group reward based on group product (Jonassen, Lee, Y ang, and
Leffey, 2005; Slavin, Hurley, & Chamberlain, 2003). A cautionary point isthat learning
in groups is not necessarily an effective instructional method and collaborative learning
can easily be implemented in ineffective ways (Slavin, Hurley, & Chamberlain, 2003).

Boundary Conditions

Each of the principles described in this section should not be taken as an absolute
law that appliesin all situations but rather each principle should be implemented based on
an understanding of how learning works, such as summarized in the cognitive theory of
multimedia learning. Based on learning theory, there are some conditions under which
the principles are more likely to apply and some conditions under which the principles
arelesslikely to apply. Recent research is beginning to delineate the boundary
conditions for the principles described in this section (Mayer, 2009). Overall, an
important theoretical and empirical task isto examine when each principle is most
effective--that is, for which kinds of learners, which kinds of instructional objectives, and
which kinds of learning environments.

For example, an important boundary condition concerns individual differences
among learners and the single most important individual differences dimension for
instruction isthe learner’ s prior knowledge. Several of the principles described in this
section (i.e., multimedia principle and coherence principle) have been shown to be more
effective for low-knowledge | earners than for high-knowledge learners, so these
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principles should be directed mainly at beginners. Prior knowledge was assessed by
asking learnersto rate their knowledge of the topic on a scale from “very much” to “very
little” and to check items on a checklist concerning the domain, such as*| have changed
oil inacar” for alesson on car brakes or “I can distinguish between cumulous and
nimbus clouds’ for alesson lightning. Kalyuga (2005) has coined the termexpertise
reversal effect, to refer to the idea that instructional methods that are effective for novices
may be ineffective or even detrimental for experts. Inthe most of the studies summarized
in this section, the learners were first or second year college students, and the material
was suitable for high school students or other learners with little or no prior knowledge.

Not all individual difference dimensions are equally important for instructional
design. Another individual differences dimension that has received much attention is
learning style--the learner’ s preferred mode of learning--and one of the most popul ar
learning style dimensions is the verbalizer-visualizer dimension, in which verbalizers
prefer words and visualizers prefer pictures (Pashler et a., 2008; Mayer & Massa, 2003).
However, arecent review did not find convincing evidence that students learn better
when instructional methods are adjusted to accommodate learning style (Pashler et al.,
2008). For example, in aset of studies Massa and Mayer (2006) found no benefit of
adjusting instruction so that verbalizers received a verbal-based instructional |esson and
visualizers received avisually-based lesson. In short, learning style has not been shown
to be crucial for instructional design decisions in spite of strong claims to the contrary.

Examples of other boundary conditions include that the modality effect is
strongest when the lesson is fast-paced and the words are familiar to the learner and the
gpatial contiguity effect is strongest when the material is complex (Mayer, 2009). The
evidence base and theoretical rationale for boundary conditions is expected to continue to
grow asthe field matures.

Conclusion

Overall, there is encouraging evidence that the science of learning and the science
of instruction have important roles in improving undergraduate science education. For
example, Figure 14 shows frames from a lesson on lightning formation that is consi stent
with the multimedia principle because words and pictures are presented, the coherence
principle because the amount of detail is minimized, the modality principle because the
words are spoken, and the personalization principle because the words arein
conversational style. In any well-designed science |esson, some combination of
research-based principles will be implemented. This paper focuses on a confined section
of cognitive research relevant to teaching and learning STEM content.

FIGURE 14 HERE

The science of learning provides an educationally relevant model of how students
learn and the science of instruction provides a set of evidence-based principles for how to
help students learn. Although the goal of thisreport isto examine general learning
principles, an important next step is to focus specifically on learning principles for
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undergraduate science education.
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