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Reliability is the innate capability of a system to 
perform its intended funcƟ ons:  it is one of the key 
performance aƩ ributes tracked during Department 
of Defense (DoD) acquisiƟ on. Yet the urgency to 
deploy new technologies and military capabiliƟ es 
oŌ en leads to defense systems being fi elded with-
out having fi rst demonstrated adequate reliability. 

Defense systems with poor reliability are not only 
less likely to successfully carry out their intended 
missions, but they may also endanger lives. Defi cient 
systems are also much more likely to require extra 
scheduled and unscheduled maintenance and to 
demand more spare and replacement parts over 
their life cycles. In addiƟ on, not fi nding fundamental 
fl aws in a system’s design unƟ l aŌ er it is deployed 
can lead to costly program delays, expensive rede-
signs, and the imposiƟ on of operaƟ onal constraints. 

Reliability Growth: Enhancing Defense System Reli-
ability (2015), a report from the NaƟ onal Research 

Council, off ers recommendaƟ ons to improve defense system reliability throughout the sequence 
of stages that comprise DoD acquisiƟ on processes—beginning with the arƟ culaƟ on of require-
ments for new systems and ending with feedback mechanisms that document the reliability 
experience of deployed systems. A number of these recommendaƟ ons are parƟ ally or fully 
embraced by current DoD direcƟ ves and pracƟ ce, parƟ cularly with the advent of recent DoD 
iniƟ aƟ ves that elevate the importance of design for reliability techniques, reliability growth 
tesƟ ng, and formal reliability growth modeling. The report supports the many recent steps taken 
by DoD, building on these while addressing associated engineering and staƟ sƟ cal issues. The 
report provides a self-contained rendiƟ on of  reliability enhancement proposals, recognizing 
that current DoD guides and direcƟ ves have not been fully absorbed or consistently applied 
and are subject to change. 

A CHALLENGING ENDEAVOR
Today’s DoD systems typically entail greater design complexiƟ es, more dependence on soŌ -
ware components, increased reliance on integrated circuit technologies, and more intricate 
dependencies on convoluted nonmilitary supply chains than at any Ɵ me in the past. Moreover, 
unlike industrial system development with a single project manager driven by a clear profi t 
moƟ ve, DoD acquisiƟ on involves many “agents”—a system developer, one or more contractors 
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and subcontractors, a program manager, testers, 
oversight offi  ces, and military users.  Also unlike 
the commercial sector, where reliability risks are 
borne primarily by the manufacturer, for defense 
systems the government generally assumes most 
of the risk.

FUNDAMENTAL ELEMENTS FOR 
IMPROVING SYSTEM RELIABILITY
Requirements.  Reliability requirements should 
be grounded in terms of operaƟ onal relevance, 
explicitly linked to the costs of acquisiƟ on and 
lifeƟ me sustainment,  technically feasible, and 
measureable and testable. Reliability should be 
designated as a “key performance parameter.”

Request for Proposals (RFP).  The government’s 
RFP should contain suffi  cient detail for contractors 
to specify how and at what cost levels they would 

design, test, develop, and demonstrate system 
reliability. 

Modern Design for Reliability.  Building in high reli-
ability early in system design is beƩ er than relying 
on extensive and expensive system-level tesƟ ng 
later in development and post-deployment to cor-
rect low iniƟ al reliability levels.  Modern design for 
reliability techniques include appropriate mixes of 
(1) failure modes and eff ects analysis, (2) robust 
parameter design, (3) block diagrams and fault 
tree analyses, (4) physics-of-failure methods, (5) 
simulaƟ on methods, and (6) root-cause analysis.  
For electronic components, current reliability pre-
dicƟ on handbooks should be eschewed in favor 
of system-specifi c physics-of-failure methods and 
validated esƟ mates.  

At the preliminary stages of design, contactors 
should be able to build on the details off ered in 

FINDINGS AND RECOMMENDATIONS: OVERVIEW 

Developing reliable defense systems is an increasingly challenging endeavor.

Over the past six years, DoD has taken a number of essenƟ al steps towards developing systems that 
saƟ sfy prescribed operaƟ onal reliability requirements and perform dependably once deployed. 

Fundamental elements of reliability improvement should conƟ nue to be emphasized, covering the 
applicaƟ on of:

• operaƟ onally meaningful and aƩ ainable requirements;

• requests for proposal and contracƟ ng procedures that give prominence to reliability concerns;

• modern design for reliability acƟ viƟ es that elevate the level of iniƟ al system reliability prior to 
tesƟ ng; 

• focused test and evaluaƟ on events that grow system reliability and provide comprehensive exami-
naƟ ons of operaƟ onal reliability;

• appropriate applicaƟ ons of reliability growth methodologies—compaƟ ble with underlying assump-
Ɵ ons—for determining the extent of system-level reliability tesƟ ng and the validity of assessment 
results;

• empowered hardware and soŌ ware reliability management teams that direct contractor design 
and test acƟ viƟ es;

• DoD review and oversight processes; and

• feedback mechanisms that span reliability design, tesƟ ng, enhancement iniƟ aƟ ves, and post-
deployment performance to inform current and future developmental programs.

Sustained funding is needed throughout system defi niƟ on, design, and development:

• to provide incenƟ ves to contractors for reliability iniƟ aƟ ves;

• to accommodate planned reliability design and tesƟ ng acƟ viƟ es, including any revisions that may 
arise; and 

• to provide suffi  cient state-of-the-art experƟ se to support DoD review and oversight.
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RFPs and subsequent government interacƟ ons. 
SoŌ ware-intensive systems and subsystems should 
be subject to special scruƟ ny, and holisƟ c design 
methods should be used to integrate hardware, 
soŌ ware, and human factors elements to address 
potenƟ al interacƟ on failure modes.  

Tes  ng.  

• Test Plans.  Reliability test plans, both hard-
ware and software, should be regularly 
reviewed (by DoD and the developer) and 
updated as needed, especially at major design 
reviews.  AƩ enƟ on should be given to contrac-
tual requirements, reliability goals, and what 
remains uncertain about component, subsys-
tem, and system reliability. Reviews need to 
consider tesƟ ng condiƟ ons, especially since 
results from non-operaƟ onally representaƟ ve 
environments can infl ate reliability esƟ mates.  

• Early Developmental Tes  ng and Evalua  on.  
The primary goal should be to idenƟ fy and 
address substanƟ ve reliability defi ciencies early 
on, when they are least costly to address. For 
hardware components and subsystems, there 
are numerous “accelerated” tesƟ ng approaches 
available to idenƟ fy, characterize, and assess 
failure mechanisms (including long-term oper-
aƟ onal usage issues such as material faƟ gue, 
aging, and environmental eff ects) within the 
limited Ɵ me available in early tesƟ ng.  They 
include exposing test arƟ cles to controlled 
nonstandard overstress environments and 
invoking physically plausible models to trans-
late observed results to nominal use condiƟ ons. 
For soŌ ware, contractors should be required to 
test the full spectrum of usage profi les and to 
implement meaningful performance metrics 
to track soŌ ware completeness and maturity.

• System-Level Reliability Tes  ng.  When system 
prototypes (or actual systems) are produced, 
system-level reliability tesƟ ng can begin, but 
that should not occur unƟ l the current system 
reliability is demonstrated to be compaƟ ble 
with the prescribed target in the program’s 
reliability demonstraƟ on plan. Individual test 
phases should be used to explore system per-
formance capabiliƟ es under diff erent combi-
naƟ ons of environmental and operaƟ onal fac-
tors. System-level tesƟ ng should incorporate 
elements of operaƟ onal realism to the extent 
feasible. At a minimum, a single full-system, 
operationally relevant developmental test 
event should be scheduled near the end of 
developmental tesƟ ng and evaluaƟ on – with  

advancement to fully realisƟ c operaƟ onal test-
ing and evaluaƟ on primarily conƟ ngent on sat-
isfacƟ on of the system operaƟ onal reliability 
requirement or other supportable jusƟ fi caƟ on 
(e.g., combinaƟ on of proximate reliability esƟ -
mate, well-understood failure modes, and ten-
able design improvements). 

Reliability Growth Methodologies.  Currently, 
every developmental system is required to estab-
lish an iniƟ al reliability growth curve and to revise 
the curve as needed when program milestones 
are achieved or in response to unanƟ cipated test-
ing outcomes. The current strategy is to bring 
the system’s operaƟ onal reliability at the end 
of developmental tesƟ ng to a saƟ sfactory point, 
thus supporƟ ng stand-alone operaƟ onal tesƟ ng 
and evaluaƟ on, with acceptable staƟ sƟ cal perfor-
mance characterisƟ cs.  This strategy is eminently 
reasonable. 

Reliability growth models can be used to synthe-
size data from diff erent tests and to track and 
project progress towards aƩ aining intermediate 
and fi nal reliability target values. However, care 
must be taken to ensure that underlying model 
assumpƟ ons are not violated.

Developer’s Reliability Management.  The execu-
Ɵ on of a developer’s reliability tesƟ ng program 
should be overseen and governed by a formal reli-
ability management structure that is empowered 
to make reliability an acquisiƟ on priority, retains 
fl exibility to respond to emerging results, and com-
prehensively archives hardware and soŌ ware reli-
ability test designs, data, and assessments. Com-
plete documentaƟ on should be budgeted for and 
made available to all relevant program and DoD 
enƟ Ɵ es.

DoD Oversight Processes.  DoD oversight spans 
the complete spectrum of acquisiƟ on acƟ viƟ es, 
beginning with the formulation of reliability 
requirements. The processes for designing and 
developing a reliable system should draw on per-
Ɵ nent previous program histories and incorporate 
contribuƟ ons from user and tesƟ ng communiƟ es. 
ImplementaƟ ons should be reviewed and supple-
mented, as needed, by external subject-maƩ er 
experts with relevant reliability engineering and 
technical profi ciencies.  

For soŌ ware-intensive systems and subsystems, a 
contractor’s development of the soŌ ware archi-
tecture, specifi caƟ ons, and oversight management 
plan needs to be reviewed independently by DoD 
and external subject-maƩ er experts. Automated 
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soŌ ware tesƟ ng tools and supporƟ ng documentaƟ on should be developed and reviewed by an outside 
panel of subject-maƩ er experts appointed by DoD. 

Exhibited reliabiliƟ es should be monitored and tracked to gauge progress towards achieving formal 
operaƟ onal reliability requirements. Of criƟ cal importance is the scored reliability at the beginning of 
system-level tesƟ ng, a direct refl ecƟ on of the quality of the system design and producƟ on processes. If 
by the end of operaƟ onal tesƟ ng the aƩ ainment of adequate system operaƟ onal reliability has not been 
demonstrated with saƟ sfactory confi dence, DoD should not approve the system for full-rate producƟ on 
and fi elding without a formal review of the likely eff ects that defi cient reliability would have on mission 
success and system life-cycle costs.

Feedback Mechanisms.  DoD should encourage the establishment of informaƟ on-sharing repositories 
that document individual reliability program histories and are made available to support future system 
acquisiƟ ons. DocumentaƟ on should include demonstrated reliability results and underlying condiƟ ons 
from developmental tesƟ ng, operaƟ onal tesƟ ng, and post-deployment operaƟ on. In developing and 
using this database, DoD needs to ensure that the data are fully protected against the disclosure of 
proprietary and classifi ed informaƟ on.

FUNDING AND RESOURCES 
Planning for and conducƟ ng a robust tesƟ ng program for increasing system reliability requires that suf-
fi cient funds be allocated for design, tesƟ ng, and oversight acƟ viƟ es and that the funding be dedicated 
so that it cannot be redirected for other purposes. Early investments in reliability are typically more than 
regained in the form of reduced life-cycle costs. Decisions about proposals, awarding contracts, and 
performance incenƟ ves for contractors all should consider long-term program costs. 

To perform at a level consistent with best industrial pracƟ ces, DoD needs to develop and maintain 
experƟ se in a number of domains—reliability engineering, soŌ ware reliability engineering, reliability 
modeling, accelerated tesƟ ng, and the reliability of electronic components—through combinaƟ ons of 
in-house hiring, consulƟ ng or contractual agreements, and the training of current personnel. 
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