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Information security (InfoSec) represents a significant challenge for private
citizens, corporations, and government entities. Breaches of InfoSec, may lower
consumer confidence (Yayla & Hu, 2011), shape national and international politics
(Groll, 2017), and represent a significant threat to the world economy (e.g., estimated
costs of breaches related to cybercrime were $3 trillion in 2015; Cybersecurity
Ventures). Significant progress has been made in the context of developing and refining
hardware and software infrastructure to thwart cybercrime (Ayuso, Gasca, & Lefevre,
2012; Choo, 2011). However, much less attention has been devoted to understanding
the factors that lead individuals within an organization to compromise the digital assets
of a company or government entity (Posey, Bennett, & Roberts, 2011; Warkentin &
Willison, 2009). The need to for a greater understanding of the causes of insider threat
becomes readily apparent when one considers that roughly 50% of security violations
result from the activities of individuals within an organization (Richardson, 2011).
Additionally, in a recent survey 89% of respondents felt that their organizations were at
risk from an insider attack, and 34% felt very or extremely vulnerable (Vormetric Data
Security, 2015). In this paper we describe our program of research that examines the
neural basis of individual decision making related to InfoSec, and is grounded in a social
cognitive neuroscience approach. We also consider evidence from studies examining
the effects of individual and cultural differences on decision making related to InfoSec.
Together this evidence may serve to motivate future research that integrates theories
from neuroscience and the social and behavioral sciences in order to deepen our
understanding of the factors that lead individuals to compromise InfoSec.

Two commentaries have called for the expansion of work in the behavioral and
social sciences that is designed to enhance our understanding of Information Systems
(Dimoka et al., 2011) and InfoSec (Crossler et al., 2013), and grounded in the theories
and methods of neuroscience. Dimoka et al. describe how advances in the emerging
field of Neuro-Information Systems (NeurolS) could increase our understanding of user
interactions with information systems. They identify seven research opportunities (i.e.,
localize the brain areas associated with IS constructs, capture hidden processes,
complement existing sources of data, identify antecedents of IS constructs, test
consequences, infer causality, and challenge IS assumptions) for the NeurolS field. In a



second commentary, Crossler et al. focus on recent advances and potential discoveries
related to “separating insider deviant behavior and insider misbehavior, unmasking the
mystery of the hacker world, improving information security compliance, and cross-
cultural InfoSec research.” One of the common themes in these reviews represents the
need to develop novel measurement or assessment tools that circumvent problems
related to participant subjectivity, social desirability, and method variance that contribute
to limitations in the Information Systems and InfoSec literatures. As has been
demonstrated in a study by Hu et al. (2015), we believe that a social cognitive
neuroscience approach to the study of InfoSec holds significant promise in both
addressing many of the limitations inherent in the extant literature, and in providing
significant insight into the research opportunities identified in these commentaries.

In our program of research we have sought to use event-related brain potentials
(ERPs) to examine the time course and spatial distribution of neural activity related to
decision making while participants consider scenarios describing violations of InfoSec
policies and practices that vary in severity (Hu et al., 2015). Obtaining valid
physiological data related to decision making in this domain presents a number of
methodological challenges. First, to reduce social desirability we had participants make
decisions as if s/he were an IT employee at a fictitious company rather than report their
own intentions. Additionally, a deception manipulation with a monetary incentive was
used to encourage participants to offer realistic decisions. Importantly for those with
ethical concerns related to the use of deception in research, a recent study reveals that
this manipulation is not necessary to obtain the relevant behavioral or
neurophysiological effects (Budde & West, 2017). Second, to isolate neural activity
time-locked to the decision process, framing information for each decision was
separated from a shorter decision prompt (see Hu et al., 2015 Table 1). Individuals also
completed a set of control trials with the same format, but that did not include an ethical
violation. The control trials allowed us to isolate neural activity related to ethical decision
making from that related to more general aspects of information processing.

The behavioral data for our InfoSec paradigm represents the decisions offered by
participants indicating whether they would take an action, and the response times
associated with the decisions. Regardless of whether or not deception is utilized in the



paradigm (Budde & West, 2017; Hu et al., 2015), individuals are more likely to endorse
control scenarios than minor or major ethical violations and are also significantly less
likely to endorse major violations than minor violations. The response time data
revealed a different pattern. Here individuals are slower to decide for minor violations
than either control scenarios or major violations. Additionally, individuals low in self-
control respond more quickly than individuals high in self-control for control scenarios
and major violations and are somewhat more likely to accept minor violations than those
with high self-control. These data reveal a general behavioral profile that is expected,
and show that the task is sensitive to individual differences in self-control, a variable that
is known to be a significant predictor of violations of InfoSec (Hu, Xu, Dinev, & Ling,
2011; Hu, Zhang, & Xu, 2012).

The ERP data elicited during the InfoSec paradigm in Hu et al. (2015) reveal a
number of findings that are relevant to the seven opportunities identified by Dimoka et
al. (2011) as well as the scope of the decadal survey. Importantly, considering either
minor or major violations of InfoSec is associated with ERP activity localized to the
medial and lateral prefrontal cortex (Hu et al., 2015). This finding converges with
evidence from studies using functional MRI to examine the functional neuroanatomy of
moral decision making in more traditional paradigms (Greene, 2015; Oliveira-Souza,
Zahn, & Moll, 2015) and reveals some of the brain areas underpinning InfoSec
constructs. Qualitatively different modulations of the ERPs are consistently observed
when individuals are considering either minor or major violations of InfoSec. This finding
leads to the suggestion that somewhat different neural systems are involved in
processing violations with moderate or more severe consequences. Individual
differences in self-control also have quantitative and qualitative effects on the neural
correlates of decision making related to InfoSec. Low self-control is associated with a
reduction in the amplitude of neural activity related to major violations. In contrast, high
and low self-control is associated with qualitative differences in neural recruitment when
individuals are considering minor violations. Together these findings provide insights
that not readily apparent in the behavioral data alone, and that may advance our
understanding of InfoSec by indicating that different neural systems are recruited when
individuals consider various types of violations. Additionally, the interaction between



individual differences in self-control and the type of violation may reveal that different
strategies could be required to either reduce biases in decision making or mitigate
insider threat depending upon the characteristics of the situation or the individual.

A number of InfoSec scholars have recognized the importance of considering
individual and cultural differences when examining the adoption and violation of InfoSec
policy. As an example, low self-control has been linked to an increase in the intention to
violate information security policy when individual consider hypothetical scenarios (Hu
et al., 2011) and to also predict actual exploratory and exploitive hacking behavior (Hu
et al., 2012). The effect of self-control on the intention to offend may be mediated by the
perceived benefits and risk of sanctions, with low self-control enhancing the perception
of benefits and attenuating the perception of formal sanctions (Hu et al., 2012). There is
also some evidence that stronger moral belief serves to reduce the likelihood of hacking
behavior that is engaged in for a variety of reasons including revenge, justice, survival
or profit (Hu et al., 2012). Future work could explore the neural foundation of the
moderating effect of moral belief on the influence of self-control on decision making
related to InfoSec. For instance, ERP or fMRI methods could be used to examine
variation in activation of the reward circuit during InfoSec decision making as related to
individual differences in self-control and moral belief.

In today’s geo-political climate, it is important not only to understand the motives
of national security threats from inside the United States but also those arising from
other countries. Most research regarding InfoSec has focused on western, educated,
industrialized, rich, and democratic (WEIRD) subjects, a description that does not fit
many of the threats currently faced by the United States. Related to the potential effect
of culture on InfoSec, one study revealed differences between individuals in the United
States and South Korea in terms of the variables that predicted intentions to adopt
protective information technology (Dinev et al., 2009). Subjective norms were a
significant predictor of intentions in Korea, but not the United States, while the effect of
attitudes toward adopting protective technology was similar in the two cultures. A
number of factors that differ across cultures including individualism, collectivism, the
level of uncertainty avoidance, and power distance may affect the likelihood that an
individual compromises InfoSec (Crossler et al., 2012). For example, in cultures with



lower power distance individuals are less likely to accept unequally distributed power
(Crossler et al. 2012); that may make them feel more inclined to violate security
measures against a figure of authority. Given this initial evidence and conceptual work,
it seems clear that a greater understanding of cultural differences as related to InfoSec
from a neurocognitive perspective has the potential to advance our fundamental
knowledge in building capacity to inform challenges of national security.

A fundamental problem for InfoSec scholars is the identification of processes or
programs that serve to reduce misconduct by individuals within or outside of an
organization. Hu and colleagues (2010, 2011) have demonstrated that the certainty,
severity, and swiftness of sanctions affects the perceived risk of violations of InfoSec,
but that these factors do not, in turn, decrease the intention to commit a violation. This
and other work (Crossler et al., 2013; Siponen & Vance, 2010), lead to the suggestion
that the threat of punishment may not be an effective technique for reducing violations
of InfoSec. In contrast, high levels of moral belief may serve to reduce hacking behavior
(Hu et al., 2012). Furthermore, work in the area of behavioral economics demonstrates
that mild, but widespread, cheating in a problem-solving task can be greatly reduced or
possibly eliminated by priming an ethical frame of mind (Ariely, 2013). Given this, future
research could explore how aspects of moral belief could be integrated into deterrence
training programs.

In this review we have briefly explored the findings of an emerging program of
research examining the neural basis of ethical decision making within the context of
InfoSec, and examined some of the individual and cultural differences that may
moderate the likelihood that individuals commit violations of InfoSec. Our prior studies
reveal that incorporating methods from neuroscience can provide new insight into the
processes underpinning decision making within this domain that may be less accessible
with conventional behavioral and survey approaches used in the extant literature.
Moving forward we anticipate that a social cognitive neuroscience approach, which
integrates different levels of analysis (i.e., neural, cognitive, social, cultural), has the
potential to provide insight into the causes of violations of InfoSec by organizational
insiders and to also identify processes or procedures that may serve to mitigate insider
threat to organizational InfoSec.
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