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Going Forward

• Federal statistics based on integrated data, 
regardless of the source, must be 
communicated transparently and understood 
to ensure that the nation is provided the best 
available statistical information and that the 
statistics can be used wisely. 

• Metadata is an essential element to these 
efforts.
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European Statistical System Data Quality 
Framework:  Accessibility and Clarity

• “Statistics should be presented in a clear and 
understandable form . . . with supporting 
metadata and guidance.”

• Metadata should be:
– Preserved and properly archived
– Standardized according to systems
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One Potential Element of a Quality 
Framework from the FCSM Working Group

• “Clarity is the extent to which easily 
comprehensible metadata are available, 
where these metadata are necessary to 
give a full understanding of statistical 
data.”
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Next Steps Toward a Documentation 
Standard for Integrated Data

• Standardization of metadata for output 
microdata files.
Metadata Content
–Metadata Format
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Next Steps Toward a Documentation 
Standard:  Getting Started

• How are data sources for integration identified?
• What is the original intended use of each source?
• When were they collected?
• Where are the source data located?
• Are the source data sample or universe?
• Are the source data structured or unstructured?
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Next Steps Toward a Documentation 
Standard:  Getting Started

• What steps are taken to harmonize data from 
multiple sources?

• How are items drawn from different sources 
selected (were quality control metrics applied)?

• What controlled classifications (e.g. NAICS, SOC, 
MSA, Agency glossary) are followed? 
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Next Steps Toward a Documentation 
Standard: Modelling

• What data are produced by the model?
• What data sources are used?
• Which variables are used from each source ?
• What analytic techniques are used in the 
model?

• What statistics are used to evaluate the 
modelling effort?

8



Next Steps Toward a Documentation 
Standard:  Matching/Linking

• What data sources are used?
• Which variables are used from each source?
• Which variables are used for matching or 
linking? 

• What software/analytic approaches are used?
• What statistics are used to evaluate the 
success and quality of the resulting data set 
(e.g., what is the match or link rate)?

9



Next Steps Toward a Documentation 
Standard:  Processing and Quality

• What editing or imputation techniques were 
applied by the original data stewards?

• How is data quality evaluated in source data?
• Are data elements edited and/or imputed by 
source or after integration? 
– If edited and/or imputed by source, how 
similar were the edits in each source?
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Next Steps Toward a Documentation 
Standard:  Processing and Quality

• Are the integrated data cleaned and edited?
• What edits and cleaning procedures are used ?
• Are the integrated data imputed?
• What imputation procedures are used?
• How is data quality evaluated in the integrated 
data?

• What additional parameters should be 
documented for unstructured data?
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Next Steps Toward a Documentation 
Standard:  Microdata files

• How were data from external sources identified 
on the data file?

• How are modelled data identified?
• Are metadata about data integration processes, 
outcomes, and assessments of data quality 
included?

• How are metadata accessed/ disseminated? 
(e.g. API’s, JSON requests) 
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• Supplemental slides with an example of the 
contents of documentation for one microdata 
file with integrated data from multiple 
sources.
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• NPSAS:1989‐90—NPSAS:2016  
• Cross‐sectional survey based on student‐level records 
of students enrolled in a postsecondary institution

• Uses data from multiple sources
• institutional records,
• government databases, and 
• student interviews

• Provides reliable national estimates of characteristics 
related to financial aid for postsecondary students. 
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2015–16 National Postsecondary Student Aid 
Study (NPSAS:16) Data File Documentation

Stage 1 sampling: Institution level
• Student counts from lists were compared to 
counts from IPEDS (universe)

Stage 2 sampling: Student Lists are obtained 
from institutions to build a sampling frame 
• Lists transmitted to Veterans’ Benefits 
Administration for matching to identify 
Veterans for oversampling
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2015–16 National Postsecondary Student Aid 
Study (NPSAS:16) Data File Documentation

Sampled Students’ Records Obtained from 
Institutions
• Description of collection procedures
• Collection Outcomes:

– # and % of institutions providing records, by mode
– # and % of institutions and students, by control, 
level, and student types

• Quality: Student records reviewed  for 
completeness
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2015–16 National Postsecondary Student Aid 
Study (NPSAS:16) Data File Documentation

Student Administrative Data from ED and Data from 
External Sources
• ED:  FAFSA data from federal loan applications (ED 

Central Processing System)
• ED:  Data on loans and Pell Grants  (National Student 

Loan Data System)
• External: Student enrollment in all institutions 
attended (National Student Clearinghouse)

• External:  SAT/ACT admissions data–scores and survey
• External:  VBA identified veterans and VA education 
benefits



18

2015–16 National Postsecondary Student Aid 
Study (NPSAS:16) Data File Documentation

Student Administrative Data from ED and Data 
from External Sources
Documentation included details on:

–Matching procedures for each sources
–Outcomes from matching for each source

Student Interview Data Combined with 
Administrative Data from all Sources

– Editing described at the item level



A SNAPSHOT



WHAT IS THE ED DATA INVENTORY? 
• It describes administrative and statistical data 
assembled and maintained by the Department. 

• It includes 
– descriptive information (metadata) about each data 
collection and 

– information on the specific data elements in individual 
data collections. 
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WHY WAS THE INVENTORY CREATED?
To improve the coordination of data collections 
across program offices, 

To minimize respondent burden, 
To ensure responsible data management at ED,
To achieve data transparency with the public 
about the data that ED collects and maintains. 

To comply with OMB Information Quality Act 
Directive M‐13‐13 (May 9, 2013); and more 
recently, OMB Directive M‐19‐15 (April 24, 2019)
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HOW IS THE INVENTORY ORGANIZED?
• A Series is a collection of studies that are repeated 
over time (e.g., Series: National Postsecondary 
Student Aid Study (NPSAS); Study: NPSAS: 16)

• Search for data files or data elements at the series or 
study level

• Link to study home page and link to data file

• Search for information on Variables and files by 
series or study
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WHAT IS INCLUDED FOR VARIABLES?
• Information on Variables includes

– Variable Name, Label, Extended Definition, 
Value Labels, File Name 

– Select variables of interest or select all 
variables in a file

– Export information on selected variables to a 
csv. file  for use in a software package
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WHAT IS INCLUDED FOR A STUDY?
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SCOPE OF STUDY
–Abbreviated title, Investigator
– Study Summary, Series Name, URL
–Geography, Date of collection, Periodicity, 
– Study Population, Data Type, Purpose
–Age range, education level
– SORN Number, SORN URL, Authorizing Law
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ACCESS NOTES 
– Initial Reports and URL
–Date of Public Use Data Availability and URL
–Date of Restricted Use Data Availability and 
URL

–Public Access Level
–Contact Name and e‐mail



METHODOLOGY
– Response Rates
– Respondent description
– Data type
– Confidentiality pledge
– Universe/sample size
–Mode of data collection
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WHAT IS INCLUDED FOR STUDY 
INTERVIEWS?

• Methodology by interview
– Response Rates
– Respondent description
– Data type
– Confidentiality pledge
– Universe/sample size
–Mode of data collection
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WHAT IS THE PATH FORWARD?
• Institutionalize ongoing data entry as a regular 
component in the ED data management 
process

• Drawing information from the OMB 
Information Clearance Request gets 95% of 
the metadata in the inventory

• Identify a mechanism to link the remaining 5% 
of the metadata about the study and the data 
elements to the data release
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Drawing information from the OMB 
Information Clearance Request (Phase 1)
– The Cross‐Agency Priorities Team provided funds for ED 
to develop an electronic template of fixed and open 
fields that:
• Produces the OMB ICR
• Internally tags the metadata entries
• Extracts tagged fields after the ICR is approved
• Extracted information electronically updates the 
ED Inventory
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Drawing information from the OMB 
Information Clearance Request (Phases 1‐4)

• Next Steps: Test ICR Template in NCES, IES, and 
another office in ED

• The Cross‐Agency Priorities Team is providing funds 
for ED to 
– Adapt and test electronic ICR template in another 
Department

– Provide documentation for government‐wide 
implementation



ICR Template Components:  Part A and Part B
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ICR Template Supporting Statement Part A, Section 3, 
Collection Techniques
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ICR Template Supporting Statement Part A, Section 3, 
Collection Techniques
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Thank You!
http://datainventory.ed.gov/

Marilyn.Seastrom@ed.gov
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Capturing the variables and remaining 
metadata
• Release of data file and 

documentation contingent upon
– Submission of achieved response rates 
– Submission of information on variables
– Date of data release


