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As an Epidemiologist and Statistical Disclosure Researcher, 
I see an Important Historic, Societal Debate underway…

Public Policy Collision Course
Epidemiologic Triad: Characteristics of Person, Place and Time  =
Re-identification Quasi-identifiers: Characteristics of Person, Place and 
Time
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It serves as an essential foundation for a variety of political, social 
and scientific purposes. In particular, it is essential for supporting a 
whole host of vital social and health research activities.

n We can gain a useful “big picture perspective” of the nuanced 
balancing that is required in approaching the data privacy and data 
utility trade-offs to get this task as “close to right” as possible to 
adopt a lens from the area of research ethics.

n Beneficence: “Maximize possible benefits, minimize possible harms”

n Justice/Injustice:  Injustice occurs when benefits of research for 
individuals are unequally denied and/or when risks are inequitably 
distributed.

n Rarity – being unusual – has profound ramifications operating at both
individual and group levels for both re-identification risks and 
benefits. These trade-offs (and the associated autonomous choices 
that individuals and groups will want to make about where the right 
balance points are) should be expected to vary dramatically.

Census Data is an Invaluable “Public Good” 
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The Inconvenient Truth: 
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“De-identification leads to 
information loss which may limit 
the usefulness of the resulting 
health information” (p.8, HHS De-ID Guidance 

Nov  26, 2012)
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Ethical Equipose:

“Is it an ethically compromised position, particularly in the coming
age of personalized medicine, if we end up purposefully masking the
racial, ethnic or other group membership status information (e.g.
American Indians or LDS Church members, etc.) for certain individuals,
or for those with certain rare genetic diseases/disorders, in order to
protect them against supposed re-identifications? In making this
ethical determination, we must, of course, recognize that by doing so,
we would also deny them the benefits of research conducted with de-
identified data that could help address their health disparities, find
cures for their rare diseases, or facilitate “orphan drug” research that
would otherwise not be economically viable.”

Reference provided in slide

My Original Question from Harvard Petrie-Flom
Re-identification Symposium:
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nTitle 13 Section 9 – Speaks of “Confidentiality”

n“Differential vs Formal Privacy”
— Will the public understand the “differential” aspect?

n“Privacy Guarantee”?
— The use of the term “Guarantee” is questionable when re-

identifiability depends on the selected value of Epsilon” - and the 
relationship between ε and re-identifiability is not easily 
explicated. (Ref: Work of Chris Clifton, see reference slides)

— We saw yesterday that within the ranges of epsilon being 
contemplated, risks of re-identification that are beyond “de 
minimis” levels will still remain. 

n Disclosure Avoidance /(Disclosure Reduction?)

Language matters for establishing and maintaining
Trust and Transparency 
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n Quasi-identifiers vs. “Everything is Personally Identifiable 
Information”

n Assumptions of Differential Privacy
— All data elements are potentially knowable by data intruders 

and equally as useful for re-identification or attribute 
inference.

— All data elements are equally sensitive or able to invoke 
privacy harms (e.g., Vacancy, where’s the privacy harm?)

n Assumptions of SDL –- Re-identification risks depend 
importantly on:

n Replicability
n Accessibility
n Distinguishablity
n Ability to build a comprehensive population register

Statistical Disclosure Limitation versus
Differential Privacy
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n Privacy Guarantees
n Mathematical Elegance

n Broad assumptions about data intruder knowledge and 
capabilities (nearly omniscience, omnipotence and 
constantly co-conspiring)

n Broad assumptions about what might be harmful in terms 
of data privacy attacks, both re-identification risk and 
attribute inference. 

n Composability
n Consistency
For implementation by the U.S. Census, there is no organization I would 
trust to do this as best it can be done. And for a complete population 
Decennial Census, it’s hard to think of a case where it would be needed 
as much as in this Use Case.  

What’s to Love about Differential Privacy?
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n Privacy “Guarantees”

n The complexity of communicating what it does and how it does it to 
the public
— Trust and Transparency Issues

n The “accuracy costs” that are incurred by its very broad 
assumptions

n The accuracy costs incurred because of the Census need for certain 
“Invariants” -- and the ethical dilemmas posed by the transfer of 
these accuracy costs to data for other purposes and individuals 

n Differential Privacy strictly enforces the “privacy”, but only 
optionally enforces the accuracy issues through a wise, reasoned 
and empirically analyzed and justifiable selection of epsilon.

n It is not without completely free of potential avenues of attack 
— Repeated instantiations can be revelatory
— Correlated observations don’t receive the same guarantees  

What’s Not to Love about Differential Privacy?
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nOff-Spline Geographies (e.g. ZCTAs)

n Subtraction Geographies – simultaneous reporting of 
overlayed geographies with differing boarders can be 
used by attackers to target small areas. 

nThe competition between individuals, groups, 
researchers and politicians for “Privacy Loss” Budgets

Some Final Not-so-Random Concerns



Reserve Slides for
Questions



• http://blogs.law.harvard.edu/billofhealth/2013/05/29/public-policy-
considerations-for-recent-re-identification-demonstration-attacks-on-
genomic-data-sets-part-1-re-identification-symposium/

• https://blogs.law.harvard.edu/billofhealth/2013/10/01/press-and-
reporting-considerations-for-recent-re-identification-demonstration-
attacks-part-2-re-identification-symposium/

• http://blogs.law.harvard.edu/billofhealth/2013/10/02/ethical-
concerns-conduct-and-public-policy-for-re-identification-and-de-
identification-practice-part-3-re-identification-symposium/

Online Symposium on the Law, Ethics & Science of 
Re-identification Demonstrations

http://blogs.law.harvard.edu/billofhealth/2013/05/29/public-policy-considerations-for-recent-re-identification-demonstration-attacks-on-genomic-data-sets-part-1-re-identification-symposium/
https://blogs.law.harvard.edu/billofhealth/2013/10/01/press-and-reporting-considerations-for-recent-re-identification-demonstration-attacks-part-2-re-identification-symposium/
http://blogs.law.harvard.edu/billofhealth/2013/10/02/ethical-concerns-conduct-and-public-policy-for-re-identification-and-de-identification-practice-part-3-re-identification-symposium/


References for Differential Privacy Concerns
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Differential Privacy. In: Lai X., Zhou J., Li H. (eds) 
Information Security. ISC 2011. Lecture Notes in Computer 
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3. Lee, J.; Clifton C. Differential Identifiability. KDD ’12, 
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Ethical Equipose:

“Is it an ethically compromised position, particularly in the coming
age of “big data”, if we end up purposefully masking the racial, ethnic
or other group membership status information (e.g. American Indians
or LDS Church members, etc.) for certain individuals, in order to
protect them against potential re-identification threats? In making
this ethical determination, we must, of course, recognize that by
doing so, we will likely seriously distort important epidemiologic
measurements and deny them the full benefits of research conducted
with de-identified data that could help address their health
disparities, find cures for their rare diseases, or facilitate “orphan
drug” research that would otherwise not be economically viable.”

My Equivalent Question for the CNStat Workshop:



CBSA=Worthington, centered around CBSA centroid

Source: Simulated “Synthetic” Data created from Census PUMS Data



CBSA=Worthington, 
centered around Census Tract centroid

Source: Simulated “Synthetic” Data created from Census PUMS Data



CBSA=Worthington, 
centered around Block Group centroid

Source: Simulated “Synthetic” Data created from Census PUMS Data



CBSA=Worthington, 
centered around Census Block centroid

Source: Simulated “Synthetic” Data created from Census PUMS Data



CBSA=Worthington, MN
original individuals by household

Source: Simulated “Synthetic” Data created from Census PUMS Data



CBSA=Worthington, original individuals by 
household, focusing on the city of Worthington

Source: Simulated “Synthetic” Data created from Census PUMS Data



“Off Spline” Geographies and Subtraction Geographies 

21



Challenge: Subtraction Geography
(i.e., Geographical Differencing)

nChallenge: Data recipients often request reporting 
on more than one geography (e.g., both State and 
3 digit Zip code).

n Subtraction Geography creates disclosure risk 
problems when more than one geography is 
reported for the same area and the geographies 
overlap.  

nAlso called geographical differencing, this 
problem occurs when the multiple overlapping 
geographies are used to reveal smaller areas for 
re-identification searches.
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Example: OHIO Core-based Statistical Areas

Indiana

Kentucky

West Virginia

Pennsylvannia

Columbus, OH

Toledo, OH

Dayton, OH

Akron, OH

Cincinnati-
Middletown, 

OH-KY-IN

Cleveland-
Elyria-

Mentor, OH

Huntington-
Ashland, 

WV-KY-OH

Wheeling, WV-OH

Parkersburg-
Marietta, WV-OH

Canton-Massillon, OH

Youngstown-
Warren-

Boardman, OH-PA

Lima, 
OH

Point Pleasant, WV-OH

Mansfield, 
OH Weirton-Steubenville, WV-OH

Sandusky, OH

There are 7 CBSAs in Ohio which 
Cross into 4 Border States 
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http://demographics.coopercenter.org/DotMap/index.html
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