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• Policy Context



Emerging Technologies 
and Governance Systems



Research Projects
• USDA Food Policy Research Center grant
• Public Perceptions of GM and nano food: benefits, labeling, and adoption (national survey)

• NSF grant--DBI
• Plant genome editing: societal role and implications for Governance

• Stakeholder attitudes and bibliometric analysis

• Sloan Foundation Grant
• Governance for Emerging Cases of Synthetic Biology

• NSF-NNIN Grant
• Definitions of Nanotechnology among Expert Groups

• NSF grant—SciSip/ST&S
• Women in Science and Technology Policy

• NSF grant—ST&S
• Evaluating Oversight Models for Nano-biotechnology

• Co-Director of the Center for Genetic Engineering and Society





NSF IGERT Ph.D. Minor Program(s)

U of MN—Risk Analysis for Introduced Species and Genotypes
Report for UN-CBD-Biosafety Protocol

NCSU- Genetic Pest Management

• 1st Cohort—2012-2013
• GM mosquitos for Dengue (Peru)

• 2nd Cohort—2013-2014
• GM rodents for invasive species (Channel Islands, CA)

• 3rd Cohort—2014-2015
• GM pests for agricultural pest control (Mexico)



A Checkered Past…



Focus on nexus of RA and governance
(oversimplification)
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Starting premises—
Considering broader harms lead to better scientific understanding
• Different types of harms that need to be considered in risk analysis

• Otherwise, it is NOT a science-based process

• Science acknowledges these types of harms and damages that can 
occur with “exposure”

• 1st order physical health and environmental
• 2nd order physical health and environmental
• Social structure harm
• Ethical affronts (without choice, voice, or consent)
• Psychological well-being
• Financial impacts (direct)
• Economic impacts (indirect)
• Cultural disruption



Risk 
Perspectives
(O. Renn)



GM soy Brazil -3-4x RR 
herbicide, paraquat use 
increasing.

GM Wheat--Growing tension



Did we learn? Why not?
• Kuzma, J. in Innovative Governance Models for Emerging Technologies Eds.  Marchant, Abbott, 

&  Allenby.  Edward Elgar (2014)

Including HT grass without any regulatory review…



Old debates force “old risk analysis”
• “Science-based” vs. Value based
• Substantially novel vs. substantially equivalent
• (compared to GM, conventionally reproduced)
• Blind Bans vs. Blind Promotion
• No governance vs. Command & Control governance
• Hope for humankind vs. planetary disaster

• Force inaction—
• Either inappropriate approvals (GM Ht Bentgrass)
• Significant delays on decisions (Golden Rice,  GM Salmon)

• Not good for “market” or “public” success
• (Bozeman and Sarewitz 2002)



Technological understandings—is it new?
• Synthetic biology is both incremental and exponential
• Continuum of approaches from regular GE to artificial life

• Typology: Product Sectors and Technologies of SB
• Not definitive, but argues for case study approach 
• Most funded projects now are using such an approach (Sloan, NSF)

• First case study of ours: Plant Genome Editing using ZFN, 
TALENs—to explore transition towards  SB & governance needs



Must it be brand new always?
I argue…

• Need for oversight is NOT dependent on the presentation of  
unique risk categories or absolute novelty of the technologies

•

If a technological component is novel enough to enough to patent. 
Should it be considered novel enough to be captured in a pre-
release/market review process?

• What happens after that is a matter for “new systems risk analysis” 
(e.g. voluntary standard setting or mandatory safety studies, field and 
clinical trials)



Genome Editing & Governance
(NSF funded—working with ZFN-TALEN developers



Genome Editing Interviews: 
• “Scientific” understandings of technology are diverse
• how can oversight be based solely on whether 

technology is “new” or not?
• Technology understandings of SMEs do not map 

neatly onto governance policy preferences



Complex, Uncertain System 
• “As we’re able to…have more and more powerful techniques to 

modify these plants, we will be able to modify these plants more and 
more from their standard configurations.  Especially with gene addition, 
we can completely rewire a number of these plants… The one 
concern I have is that if we’re creating plants before we really know 
what the sorts of products are.”   

• - Genome editing researcher

All you’ve done is taken a few bases out, which fundamentally 
changed the physiology, but there’s no clear regulatory pathway by 
which that plant would or would not be considered genetically modified.  
So I think we’ll probably see significantly streamlined approval 
processes.  And actually, one thing that we’re hoping for as a 
business is that the regulatory hurdles will actually be raised for 
GM plants that are not made using technologies like ours.”

Genome editing researcher



Narratives of governance change
TagMo is an Incremental 

Technology --

• Maybe TagMo doesn’t change 
technology concerns 
dramatically

• It doesn’t FORCE a 
governance change,  but gives 
us OPPORTUNITY to re-
examine and change 
governance.

TagMo is Revolutionary 
Technology

• TagMo is a dramatically 
different technology that 
forces a change in 
governance: How?

Relaxes 
need for 
oversight

Intensifies 
need for 
oversight

Hype-Hypo Systems contextOpportunist



Need for Innovation in “new systems risk analysis” to Match 
Technological innovation

• It’s better science,

• Social, policy, organization, behavioral, ecological science and 
relationships to health, happiness, and well-being.

• I don’t know what the paradigm shift should be exactly.  But the 
following are some proposals.
• New Systems Risk Analysis (NeSRA)
• Action-Oriented Governance (A-OG)



:
Consider open systems for “new systems risk analysis” (NeSRA)

• More scientific
• the world is not linear, technologies are not closed off from it

• Consider RA in broader systems context
• including benefits, alternatives, secondary impacts, just distribution, which are empirically linked to 

direct risks in systems.

• Unexpected consequences of complex systems are to be expected 
• (based on historical evidence), 

• Foresight exercises and monitoring should attempt to reveal them.

• Best conducted with multiple and diverse “interested and affected parties”
• (NRC 1996)

• Risk analysis process becomes more scientific, and objective in light of the above
• (“strong objectivity” S. Harding)



LCRA—A little broader…but not there yet..
(EFSA GM crop RA)



Strategic Environmental Assessment—SES concerns
(U.S. is falling behind)



The Systems Perspective

Events and Decisions

Patterns of Behavior

System Structure

ReactiveReactive

AdaptiveAdaptive

GenerativeGenerative

Adapted from G. Richardson, U of Albany



Inaction or Action in face of little 
information of data?

Forrester 1991



Limits to Growth,



Future Studies (Cornish)



Future Studies Methods (Bell 1994)
• Correlations—variable predictions
• Time series extrapolation
• Survey Research
• The Delphi Method (policy Delphi, Turnoff)
• Simulation Modeling
• Gaming
• Monitoring
• Content Analysis
• Participatory Futures Praxis
• Social Experiments
• Ethnographic Research
• Etc.



Policy Delphi
Could be a starting point for more action-oriented approach

We are here

Kuzma PI, Cummings co-PI 2013-2014 
Sloan Foundation SB Program 

Cyberplasm
Dextinction
Biomining
N-fixation



9 cases narrowed to 4 with SME review
Medium to longer term
Ag, environment focus

• Cyberplasm
• Dextinction
• Biomining
• N-fixation



Situate New Systems Risk Analysis into Action 
Oriented Governance

(Wu et al. invasive species RA)

PRA approaches





RA system approaches



Biotechnology
• Most advanced technological system of 21st century

• Investing billions in technology

• Least advanced in using ALREADY standard academic 
RA approaches

• Investing a couple million in biotech RA



A New Rising above the gathering storm?
U.S. is falling behind in New approaches Match uncertainty, complexity, ambiguity



Bayesian Belief Networks and Expert Elicitation



We have the tools now to do better
(students in PA 5741)



Basic Starting Point for SB?
Pest Risk Assessment



Then incorporate PRA into broader life cycle context
Use Delphi process for select syn bio applications



Situate New Systems Risk Analysis into Action 
Oriented Governance

(Wu et al. invasive species RA)

NeSRA approaches



Systems Mapping—Socio-Ecological Technological Systems

R. Johnson (thesis 2010) and, Johnson and Kuzma (in prep.)



Sloan Risk Governance Study
• Design of stage 2 and/or workshop

• Move towards NeSRA
• Present SMEs with

• basic pest risk models
• fault trees
• systems maps
• policy options (decision trees)

• Revise, add
• Identify information needs
• Critieria to evaluate
• Add detail to case studies

• Stage 3, refine above, reflect on A-OG 
process (policy Delphi)



Situate New Systems Risk Analysis into Action 
Oriented Governance

(Wu et al. invasive species RA)

AO-G approaches



• Vision of Dynamic Oversight (A-OG)
• Incorporate NeSRA into A-OG framework

Softer
Approaches

•Voluntary data-
sharing
•Codes of conduct
•Voluntary 
consultation  with 
agency review
•Guidelines

Harder 
Approaches

•Ban, moratorium
•Standards
•Stringent pre-
market testing
•Enforceable fines

Coordinating 
Entity or 
Process*

Public 
Engage-

ment
and Input

Agency 
Imple-

mentation

* with citizen, governmental, academic, industry, tribal, and NGO representation

Spectrum of Oversight



For every application of SB?
• Our policy Delphi--$180K
• Plus NewSRA, plus integrating into AO-G--$1 M?

• Prioritizing process in our Delphi (narrowed 9 to 4)

• Process for sub-categories of SB?
• Individual SB tech development projects?  
• Mixture of both at first?



Middle ground (NewSRA, AO-G)?



Three huge challenges-barriers
• Elite Disciplinary Biases 

• Only the technological developers and experts know what is science-based and appropriate

• Political will
• There are the legal and regulatory tools to include a broader notion of harms (NEPA, EIS, E.O. 

12866, CBA)
• There is NOT the political will

• Capacity
• New risk analysis will require greater capacity within organizations that convene, conduct, and 

research the processes.
• Lack of funding to conduct policy science experiments with governance and new risk analysis 

approaches 

• Elephants in the room…but

• If any set of technologies would justify this commitment, it would be synthetic 
biology.

• This is “new life”, redesigning life, controlling species in the environment, bringing back species 
to life.



Summary Points
• We are at a unique place of technological development and convergence 

that warrants a new paradigm
• SB may be an incremental or revolutionary depending on the application, sub-

technologies used, purpose, and sector applied. 

• However, we need to move beyond the entrenched debates of 
“precaution vs. promotion”, “luddites vs.  technology advocates”, “nothing 
new for risk vs. totally new and scary”, 

• SB gives us an opportunity to work together across sectors, biases, and expertise 
areas to explore new risk analysis and governance options.  

• Innovation in the area of governance is needed, with particular attention 
to broader risks (harms) and SET systems.

• What that new paradigm should be is debatable and underexplored, but 
NeSRA and AO-G form two possibilities that can be integrated/

• For NeSRA, draw upon RA literature
• For AO-G, draw upon governance studies literature (STS and STP, etc.)
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