Explainable Artificial Intelligence
Research at DARPA

David Gunning
DARPA/T120




perceive
rich, complex and subtle information

learn
within an environment

abstract
to create new meanings

reason
to plan and to decide
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Three Waves of Al

DESCRIBE
Symbolic Reasoning

engineers create sets of
logic rules to represent
knowledge in limited
domains

reasoning over narrowly
defined problems

no learning capability
and poor handling of
uncertainty

Perceiving
Learning H
Abstracting
Reasoning k

PREDICT
Statistical Learning

engineers create
statistical models for
specific problem domains
and train them on big
data

nuanced classification
and prediction
capabilities

no contextual capability
and minimal reasoning
ability
Perceiving
Learning

Abstracting
Reasoning

EXPLAIN

Contextual Adaptation

engineers create systems
that construct explanatory
models for classes of real
world phenomena

natural communication
among machines and
people

systems learn and reason
as they encounter new
tasks and situations

Perceiving
Learning
Abstracting
Reasoning
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Third wave technology: explanatory models

perceive

Adaptable input

explanatory
model

learn

Extract information
from natural sources

abstract

Develop general
principles from what
is learned

reason

Explore models to
predict and plan
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60s

DARPA Contributions to Al

70s

80s 90s 00s 10s

3rd Wave

Project MAC:
MIT, Stanford, &
CMU Al Labs
Chess, Theorem
Proving, General
Problem Solving
Shaky the robot

Speech
Understanding
Research (SUR):

First use of HMM

DENDRAL, MYCIN
EXPERT SYSTEMS

J. Licklider & the
Original IPTO

Bob Taylor,
Larry Roberts

Big
Mechanism
Deep Learning

Mind’s Eye PPAML

Machine Reading
D3M

] [ BOLT/DEFT/RATS ]
DARPA Grand ] [DARPA Robotics] [ 120 Data ]

Bio-Inspired
Cog. Arch.

PAL and IPTO

Machine Learning
Initiative

TIPTER, TREC &
MUC:
Birth of data- [

Image Understanding ]

Speech and Language
Understanding
[F

Link
Discovery
driven, Statistical

TIDES ] [
Language

Understanding ) [

Command Post of
the Future

Knowledge ) Knowledge Base | | DAML & Semantic
Sharing Programs Web

GALE

Challenges Challenges Analytics

Comn ) (aar)

HACMS

Autonomous Land

ARPI Planning
Initiative

Vehicle

Management

leet Command Center]

Pilot’s Associate

Bob Kahn &
Strategic
Computing

Tony Tether &
IPTO

ISO/
ITO

Steve Cross
& SISTO
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@ Big Mechanism
Steve Jameson
Automatically construct causal models of complicated systems to predict and
explain the effects of system perturbations (cell biology)

Available Knowledge

o Literature simulations

READ publications and = e
published data to extract = lngusge |, | causat | [ mode
fragments B | ~—
robotic high
Read -
ASSEMBLE fragments into ‘ ’

{ Interactions = Big Mechanism

more comprehensive causal =~ Model-and

System
model explanation-driven Assemble : ;
odels directed reading lMechanisms Experimental Data:
Parameters,; DG X Cell X 1iB1e
EXPLAIN and reason about Mo@el T Tuning™ | Genbmic: el
causal phenomena in these 1 Parameterized ; y h
models Models _‘

Explanations

Build causal, mechanistic, quantitative models to produce explanatory
models of unprecedented completeness and consistency
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Communicating with Computers (CwC)
David Gunning

User

Collaborative Problem Solving Agent “Bob”

Harvard Medical School

Bob

Lexicon,
ontology

/

- Parser

@ 60 s

£

Collaborative

bl Ivi
Interpretation L ::;nef\(t) ving
S manager /
discourse context
v
Behavioral
NL Agent /
generation Situation
Manager
BioNLG

AN

P

Bioagents

-

/ MRA

TRA -

DTDA |

—’| TFTA [*

QCA K

Resources

Assemblers
Models
Simulators

Inference
engines

Databases

« Implementation of a generic language understanding system

« Working implementation of generic collaborative problem
solving and planning
- Biological problem solving agents (Bioagents), which are
generic for their specific sub-tasks

» Integration into a working communication-for-biocuration
system
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DPA Lifelong Learning Machines (L2M)

Hava Siegelmann

Develop fundamentally new machine learning mechanisms that will enable systems to
improve their performance over their lifetimes

d code, i
PretPf;;in‘;" = Surprise L2M adapts to
changing
~ — environment

Training

Input Flexible model Output Existing SOTA

»-can't adapt

Performance

Training | Fielde

Time

Continuous
adaptation
mechanisms

Focus on functional system development, taking
inspiration from known biological properties

Dynamically evolve networks online Identify and explore biological mechanisms that underlie
Use scalable approaches real-time adaptation for translation into novel algorithms
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DPA The Need for Explainable AI MD

EXPLAINABLE ARTIFICIAL INTELLIGENCE

Al System

".'a .; I;‘\‘. 0
X ’&v A
Y

» We are entering a new
age of Al applications

* Why did you do that?
« Why not something else?
* When do you succeed?

* When do you fail?

- Machine learning models * When can | trust you?

are opaque, non-intuitive, * How do | correct an error?
and difficult for people to

understand

» Machine learning is the
core technology

Medicine

* The current generation of Al systems offer tremendous benefits, but their effectiveness will be limited by
the machine’s inability to explain its decisions and actions to users.

» Explainable Al will be essential if users are to understand, appropriately trust, and effectively manage
this incoming generation of artificially intelligent partners.
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DPA What Are We Trying To Do?

PN

EXPLAINABLE ARTIFICIAL INTELLIGENCE

Training
Data

Learning This is a cat

Process (p=.93)
Learned Output
Function

* Why did you do that?

* Why not something else?
* When do you succeed?

* When do you fail?

* When can | trust you?

* How do | correct an error?

User with
a Task

Training
Data

te This is a cat:
New ‘o"a{.,. ,‘o,‘ « & | *It has fur, whiskers,
. . and claws.
II_Dearnlng i i l i 4 | *It has this feature:
rocess
/«g l= lm f b l \w
Explainable Explanation
Model Interface

* | understand why

* | understand why not

* | know when you’ll succeed
* | know when you’ll fail

* | know when to trust you

* | know why you erred

User with
a Task
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DPI-\ Explainable Artificial Intelligence (XAI)

David Gunning

Create a suite of machine learning techniques to produce more explainable models and
enable human users to understand, trust, and effectively manage the emerging generation
of artificially intelligent partners

I understand why

This is a cat
New It has fur, whiskers, + I understand why not
and claws + I know when you'll succeed

Learnlng — l A l P i } l } It has this feature:

Process ALEE P | D R

Trammg Data Explainable Explanation
Model Interface

I know when you'll fail
« I know when to trust you
I know why you erred

'\l.-
bi / bi Model
l § l l & l P e "
f*& b l= \ f i i t Experiment

Human Computer
Interface
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Psychology of
Explanation

Deep Interpretable Model
Explanation Models Induction




DPA XAI Developers (TA1) MZAD

EXPLAINABLE ARTIFICIAL INTELLIGENCE

n Explainable Model Explanation Interface

UC Berkeley Deep Learning Reflexive & Rational
g Charles River Causal Modeling Narrative Generation
UCLA Pattern Theory+ 3-level Explanation
E‘ Oregon State Adaptive Programs Acceptance Testing
s PARC Cognitive Modeling Interactive Training
2 CMU Explainable RL (XRL)  XRL Interaction
SRI International = Deep Learning Show & Tell Explanation
Q Raytheon BBN Deep Learning Argumentation & Pedagogy
% UT Dallas Probabilistic Logic Decision Diagrams
E Texas A&M Mimic Learning Interactive Visualization

Rutgers Model Induction Bayesian Teaching
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DPA Challenge Problems

PN

EXPLAINABLE ARTIFICIAL INTELLIGENCE

Learn a Explain Use the
model decisions explanation
WO trucksipe
Data ,“loading a
An alytiCS e Explainable | Explanation
Model Interface
Classification

Learning Task

Multimedia Data

Classifies items of
interest in large data set

Explains why/why not
for recommended items

Analyst decides which
items to report, pursue

Autonomy

Reinforcement
Learning Task

L OArdIPIRGtorg
ArduPilot & SITL Simulation

»| Explainable

Explanation

Model Interface

Actions

— A

planation

Learns decision policies
for simulated missions

Explains behavior in an
after-action review

Operator decides which

future tasks to delegate
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An analyst is
looking for items of
interest in massive
multimedia data
sets

An operator is
directing
autonomous
systems to
accomplish a
series of missions
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Remaining Challenges for Al

* Learning

4 %J’ Q! « Unsupervised learning
%fﬁ%{@%ﬁa g

\\.Kb‘*__‘, * Learning from instruction

* Understanding
* Explanation
* Representation and abstraction

= 7Y

Human Level Al * Human-like cognition
P 71 . .
echeIVIIng * Planning and action
earning
Abstracting ° MEta'reaSOning
g =oning  Common Sense
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www.darpa.mil
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XAI In the News

= MIT THEWALLSTREETXOURML. — Inside DARPA’s Push to S ﬁnrk @imes Magazine
| Technology Make Artificial Intelligence . CanA.L Be
Review Explain Itself = Taughtto
The Dark Secret at Sara Castellanos and Steven ' Explain Itself?

Cliff Kuang
November 21, 2017

Norton
\t/\l/‘iﬁ Il(-ll'm ?;hrtt S August 10, 2017

April 11, 2017

The A Register’

2 -
& S

You better explain
yourself, mister:
DARPA's mission to
make an accountable Al &
Dan Robinson =
September 29, 2017

Intelligent Machines

Are Asked to Explain FT
How Their Minds
Work

Richard Waters cinancrar
July 11, 2017 T1MES

Entrepreneur

- [ ]
ExecutiveBiz
Charles River Analytics-Led
Team Gets DARPA Contract to
Support Artificial Intelligence
Program §
Ramona Adams B

Team investigates artificial o | June 13, 2017
intelligence, machine learning I Itarv

Elon Musk and Mark in DAREA p[r>0]e|Ct EMBEDDED SYSTEMS [ASTOMPANY
Zuckerberg Are Arguing Junfall 4, az'gl‘; Why The Military And

About AI -- But They're
Both Missing the Point
Artur Kiulian

July 28, 2017

Corporate America Want

.-
Ghosts in the Machine 10 Make Al Exﬁc'a':’; .
Christina Couch se

m ‘
October 25, 2017 Steven Melendez ™
v Jane's June 22, 2017
7IN coMPuTEnwonm SCIENTIFIC

How Al detectives are cracking open

DARPA’s XAI seeks Ol‘::slza(:::ﬁﬂ; AMERICAN. the black box of deF?p :evarning

; i aul Voosen

s B TR Sci 3
Y George Nott . . ¢ CICIlce
Geoff Fein May 5, 2017 Ariel Bleicher AV AAAS

November 16, 2017 August 9, 2017

Dlstrlbuﬁbﬁr@%%ﬁE@%@”EAﬁpW’@Wcﬁﬁ PAbREHERgsaspiftiskirEaAUminitsd) 16



DPA Goal: Performance and Explainability m

EXPLAINABLE ARTIFICIAL INTELLIGENCE

« XAl will create a suite of machine learning techniques that

* Produce more explainable models, while maintaining a high level
of learning performance (e.g., prediction accuracy)

« Enable human users to understand, appropriately trust, and
effectively manage the emerging generation of artificially intelligent
partners

Performance vs. Explainability

8 A

% @) O

g o @ Tomorrow
21 Tod ”

= oda

Q y @)
o @)

@)

= -

-

@

D

—

A 4

Explainability (notional)
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DARPA Measuring Explanation Effectiveness

PN

EXPLAINABLE ARTIFICIAL INTELLIGENCE

Explanation Framework

Measure of Explanation

Effectiveness

User Satisfaction

Task
Recommendation,l
Decision or
Action -
Explainable | Explanation "
Model Interface 2
XAl System Explanation

The system takes

input from the

current

task and makes a
recommendation,
decision, or action

The system provides
an explanation to the
user that justifies its
recommendation,
decision, or action

Decision

The user
makes a
decision
based on the
explanation

 Clarity of the explanation (user rating)
« Utility of the explanation (user rating)

Mental Model

» Understanding individual decisions
» Understanding the overall model

» Strength/weakness assessment

* ‘What will it do’ prediction

» ‘How do | intervene’ prediction

Task Performance

» Does the explanation improve the
user’s decision, task performance?

* Artificial decision tasks introduced to
diagnose the user’s understanding

Trust Assessment

« Appropriate future use and trust

Correctability (Extra Credit)

* Identifying errors
» Correcting errors

« Continuous training

Distribution Statement "A" (Approved for Public Release, Distribution Unlimited)
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DPA Performance vs. Explainability D

EXPLAINABLE ARTIFICIAL INTELLIGENCE

Learning Techniques (today) Explainability
(notional)
//”"”’Neural Nets D A
P . \ G raphical Q >0
Deep Models g i
Leaming | Bayesian S —/—7/)00
Belief Nets
—X SRL | 2
A0 \  CRFs HBNs \ g /O
5 . S
Markov Trees >
SVMs \ Models /\ 4 Explainability
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DPA Performance vs. Explainability

PN

EXPLAINABLE ARTIFICIAL INTELLIGENCE

New Learning Techniques (today) Explainability
Approach (notional)
~~ NeuralNets Q 4
Create a suite of _ Graphical . cpo o o
machine learning Deep Qe N\ E ™
techniques that Learning ‘ Bayesian Ensemble = ;’YO e ¢
produce more S M?qus gl 0 e o
explainable models, — Rapden X D o
while maintaining a CREONL HoNs. J—TForests = /O
high level of MLN ‘ N
learning ko Recision 3 i
R Irees . -
performance : Explainability
A,., "
4 i (i 4 i Model
1 [ 1 i i [ 1 P 3
/P ‘ } i } * Experiment

Deep Explanation

Modified deep learning
techniques to learn
explainable features

Interpretable Models

Techniques to learn more
structured, interpretable,
causal models
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Model Induction

Techniques to infer an
explainable model from any
model as a black box
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Approaches to Deep Explanation
(Berkeley, SRI, BBN, OSU, CRA, PARC)

PN

EXPLAINABLE ARTIFICIAL INTELLIGENCE

Attention Mechanisms

Kl'op-down Caption Saliency )
[Ramanishka et al. CVPR17]
Caption: A man in a jacket is standing at the slot machine

jacket

standing I

Feature Identification

Modular Networks

/Neural module networks \
[Andreas et al.CVPR16,EMNLP16] [Hu et al. CVPR17]

¥ Attention visualization

Q: Can you park here?

Generator

A
|
!
I

5
—
Q
&
]
b |

'NO | Prediction
Neural
module
network
Decision path

S )

Learn to Explain

> Interpretatioy

Downy Woodpecker Definition:
This bird has a white breast, black
wings, and a red spot on its head.

Image Explanation:
This is a Downy Woodpecker
because it is a black and wide
bird with a red spot on its crown.

~

J
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‘/.ﬁ Network Dissection Quantifying Interpretability of

Deep Representations (MIT)

Buildings Furniture
56) building 18) billard table

Audit trail: for a particular output unit, the
drawing shows the most strongly activated

= "la.‘. ‘l}lh. 1 ! ' rv’:‘; - e 't_ -'é:'.I ! path
|'||.. LTI my A | S mumaCEn '-isul:Jll"ynnuruspl:lululllaln EmEmERm
‘ ™| | } | /L/ /
|

123) building
Indoor objects Interpretation of
182) food several units in

pool5 of AlexNet
trained for place
recognition

106) screen
- o

53) staircase
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DPA Causal Model Induction (CRA) m

EXPLAINABLE ARTIFICIAL INTELLIGENCE

Causal Explanatory
Probabilistic Dictionary
. Programming
ML Technique Framework Explanatory Concepts
Parameterization
l Causal Model Template
DTzst; ML Learned | >
Technique System

»

TRAINING

Causal Model Induction: Experiment with the learned model (as a grey box) to
learn an explainable, causal, probabilistic programming model
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Autonomy (PARC, OSU) A

EXPLAINABLE ARTIFICIAL INTELLIGENCE

Common Ground Learning and Explanation-Informed Acceptance Testing
Explanation (COGLE) of Deep Adaptive Programs (XACT)
An interactive sensemaking system to explain Tools for explaining deep adaptive programs
the learned performance capabilities of a UAS and discovering best principles for
flying in an ArduPilot simulation testbed designing explanation user interfaces
~ XxFSM
 oeawmonwver Deep Adaptive Program Q/‘\(‘
Y . <§ 7Y Decision Net Nes
VN[ S\ sklls rids & coversge
| cosNmvELvER | ‘ - Learner
- /-/\ Cast learned abstractions,  Z X

-~ | [ policies & clusters into
\\ .~ explainable form.

LEARNING LAYER
SN

 COGLE

Learn policies from the

<~ sensed world. AdaptiVEChOice
L4 T BED LaYER , strategyChoice(); Saliency Interactive
———————— e — Visualizer Naming
Interface

Series 1. Primitives: Navigating with Constraints and Lookahead .....ccccucceevenienaa 7

Lesson 1.1: Taking off 7

Lesson 1.2: Taking off and Landing 9

Lesson 1.3: Reconnaissance Over a Point (3 Months) 11

Lesson 1.4: Looking Ahead to Avoid Crashing into Mountains 13

Lesson 1.5: Choosing a Safe Descent Approach for Landing 15

Lesson 1.6: Provisioning a Hiker (6 months) 17 Annotation Aware Visual
Series 2. Behaviors: Managing Competing Goals and Foraging....uwmmsmss: 19 Reinforcement Words

Lesson 2.1: Provisioning a Hiker in a Box Canyon (opt) 19 .

Lesson 2.2: Taking an Inventory of a Region and Refueling (opt).....cummmmmnnn 22 Lea rnlng

Lesson 2.3: Foraging Around a Point for a Hiker (opt) 24

Lesson 2.4: Foraging Around a Point with an Interfering Obstacle ..o 26
Series 3. Missions: Harder Missions and Heavy Testing 28 ROk N T 4 ?9

Lesson 3.1: Double Hiker Jeopardy (9 months) 28 .

Lesson 3.2: Bear on the Runway 30 Game Englne

Lesson 3.3: Auto-Generated Missions with Testing (12 months) ... 32

Robotics Curriculum
Distribution Statement "A" (Approved for Public Release, Distribution Unlimited) 24



