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The failure of Reductionism 
•  For many decades, 

biomedical research was 
based on reductionism, the 
assumption that biological 
components could be 
understood in isolation 

•  By the 80’s it was becoming 
clear that many, many 
components interacted 



Reductionism gives way to Systems Biology 

•  Cells, Tissue, Organs and Organisms were  recognized to be 
“complex systems” — systems whose properties as a whole 
cannot be inferred from their individual properties 

•  The need for computational methods to produce predictive 
models became recognized 

•  Need data, so many “big science” projects were started 



A big problem… 

•  Assuming n genes, one gene=one function and reductionism, 
the number of experiments equals the number of genes, about 
10,000 

–  at	one	experiment	per	day,	28	years	
•  Given m average genes per function and n genes, the number 

of experiments is nm ~ 104m ~ 1020 
–  at	109	experiments	per	day,	2	million	centuries!	



and another one… 

•  Emphasis in systems biology on “validating” or “proving” of 
models by doing selective experiments 

•  But empirical models cannot be proven!  



Solution? 

•  Use active machine learning 
•  Choose experiments not to prove model but to 

improve model 
 



Systems Biology, Big Data and Drug Development 

•  Diseases can be extremely heterogeneous and based 
on many factors (e.g., diabetes) 

•  Drug effects can be very different depending on the 
patient and disease 

•  Ideally, need to know how all drugs will affect all 
diseases in all patients 

•  Too many combinations to measure everything 
 



Further… 

•  Leading cause of drug failures in early development is not lack 
of effectiveness but safety concerns (and in late development, 
discovery of undesirable side effects) 

•  Drug development not  
just about finding hits  
on desired target but  
also about avoiding  
others 
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Current practice in drug screening: consider each target separately 
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Dempster et al (1977) 
Hill et al. (1995); 
Lee & Seung (1999); 
Buchanan & Fitzgibbon (2005); 
Salakhutdinov & Mnih (2008); 
Mitra (2010); 
Gönen (2012); … 
 

Where we’d like to be: consider all drugs and all targets 



Playing Battleship with Drugs and Cells 



Use subset of PubChem Data 

•  Assays: 177 
•  Unique Protein Targets: 133 
•  Compounds: 20,000 
•  Experiments: ~1,000,000 (30% coverage) 
•  Use features to measure similarity between drugs and between 

targets 
•  Compare discovery rate across different methods 



Active Learning 
Optimized µ-QSAR 
Randomized Search 

Kangas, Naik, Murphy, BMC Bioinformatics 2014 

With only 2.5% of the 
matrix covered, we can 
identify 57% of the active 
compounds! 



First Prospective Use of  
Active Learning for Complex System 
Use liquid handling robots and automated  
microscope to execute experiments chosen 
by an active learner 



Try to learn the effects 
of 96 drugs upon 96 
GFP-tagged proteins, 
without doing 
experiments for all 
drugs and proteins 



•  Each small box is one drug 
and one target (but due to 
duplication there are four 
combinations) 

•  Green shows accurate 
prediction, purple is 
inaccurate, white shows 
experiments done 



Active Learning 
Coverage based Model Fit 
Random Naik, Kangas, Sullivan, Murphy, eLife 2016 

After doing 28% of possible 
experiments, model is 92% 
accurate and 40% more 
accurate than would have 
been obtained by random 
choice of experiments 



Supported by: 

Conclusions? 

•  Deep learning may find low-hanging fruit in existing data 
but fundamentally limited 

•  Embracing complexity in higher dimensional models 
combined with active machine learning to guide 
experimentation needed in many areas of biomedical 
research 


